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A hypermedia object associated with an application, dis-
played on a display screen, and responsive to information is
disclosed. The information is provided by a user interface
input device having two-dimensional pointing functions and
at least one additional user-adjustable input for entering
values from a range of more than two possible values. The
hypermedia object includes a first visual representation of
the hypermedia object for display in a first region of a
display screen, an associated responsive area in a second
region of the display for in activating the hypermedia object,
and a procedure for allowing a user to activate the hyper-
media object from a user-initiated action enacted on the user
interface input device. Activating the hypermedia object
enables the entry of at least one additional user-adjustable
input value for use by the associated application.
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ENHANCED ROLL-OVER, BUTTON, MENU,
SLIDER, AND HYPERLINK
ENVIRONMENTS FOR HIGH
DIMENSIONAL TOUCHPAD (HDTP), OTHER
ADVANCED TOUCH USER INTERFACES,
AND ADVANCED MICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. applica-
tion Ser. No. 13/026,248, filed Feb. 12, 2011, which claims
benefit of priority from U.S. Provisional Application No.
61/303,898, filed Feb. 12, 2010, the contents of all of which
are hereby incorporated by reference herein in their entire-
ties.

COPYRIGHT & TRADEMARK NOTICES

[0002] A portion of the disclosure of this patent document
may contain material, which is subject to copyright protec-
tion. Certain marks referenced herein may be common law
or registered trademarks of the applicant, the assignee or
third parties affiliated or unaffiliated with the applicant or the
assignee. Use of these marks is for providing an enabling
disclosure by way of example and shall not be construed to
exclusively limit the scope of the disclosed subject matter to
material associated with such marks.

BACKGROUND OF THE INVENTION

Field of the Invention

[0003] The invention relates to hypermedia objects such as
hyperlink, rollover, button, slider, and menus in hypermedia
documents, and user interfaces providing simultaneously-
adjustable interactively-controlled discrete and pseudocon-
tinuous user-adjustable settings and parameters, and in par-
ticular to adapting such hypermedia objects to accept and
utilize the additional number of simultaneously-adjustable
interactively-controlled discrete and pseudocontinuous
parameters, and uses in applications.

Overview of the Invention

[0004] The present invention provides various types of
extensions to the traditional and contemporary hypermedia
objects such as hyperlink, roll-over, button, menu, and slider
functions found in web browsers and hypermedia documents
by leveraging additional and richer collections of user
interface signals provided by, for example, a High Dimen-
sional Touchpad (HTPD, as taught for example in U.S. Pat.
No. 6,570,078 and pending U.S. patent application Ser. Nos.
11/761,978 and 12/418,605), Advanced Mice (for example
as taught in U.S. Pat. No. 7,557,797 pending U.S. patent
application Ser. Nos. 12/619,678, 13/025,129, 13/024,569,
and related pending U.S. patent applications), and other rich
parameter user interfaces (for example, popular advanced
touch interfaces employing multitouch and/or gestures).
Additionally, images of the human hand as captured by
video cameras can be used as an enhanced multiple-param-
eter interface responsive to hand positions and gestures (for
example as taught in U.S. patent application Ser. No. 10/683,
915). The collection of these various technologies will be
collectively referred to as Advanced Pointing Devices
(“APD”). In a scaledback implementation, scrollwheel con-
trols of a conventional computer mouse can be used to
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operate the extended features of the inventive hypermedia
objects such as hyperlink, roll-over, button, menu, and slider
functions.

[0005] The extensions provided by the invention include:

[0006] Directing additional user input into a hyperme-
dia “hotspot” by clicking on it in the case of a hyper-
link; and

[0007] Directing additional user input into a hyperme-
dia “hotspot” simply from cursor overlay or proximity
(i.e., without clicking on it) in the case of a roll-over.

The resulting extensions will be called “Multiparameter
Hypermedia Objects” (“MHO”). Potential uses of the
MHOs and more generally extensions provided for by the
invention include:

[0008] Using the additional user input to facilitate a
rapid and/or more detailed information gathering expe-
rience in an easily-entered and completed “subsession”
within a usage session;

[0009] Potentially capturing notes from the sub-session
for future use;

[0010] Potentially allowing the sub-session to retain
state (such as last image displayed);

[0011] Leaving the hypermedia “hotspot” without click-
ing out of it.

A number of user interface metaphors can be employed by
the invention and/or its use, including one or more of:

[0012] Creating a pop-up visual or other visual change
responsive to the rollover or hyperlink activation;

[0013] Rotating an object using rotation angle meta-
phors provided by the APD;

[0014] Rotating a user-experience observational view-
point using rotation angle metaphors provided by the
APD, for example, as described in pending U.S. patent
application Ser. No. 12/502,230 “Control of Computer
Window Systems, Computer Applications, and Web
Applications via High Dimensional Touchpad User
Interface” by Seung Lim;

[0015] Navigating at least one (1-dimensional) menu,
(2-dimensional) pallet or hierarchical menu, or (3-di-
mensional) space.

[0016] Such extensions, features, and other aspects of the
present invention permit far faster browsing, shopping, and
information gleaning through the enhanced features of these
extended functionality roll-over and hyperlink objects. The
result is the advantageous employment of an APD to
improve the throughput and ease of operation of a hyper-
media application (for example, when doing online shop-
ping, hypermedia reference reviews, and surfing the web) so
as to obtain more information far more quickly with far less
effort.

SUMMARY OF THE INVENTION

[0017] For purposes of summarizing, certain aspects,
advantages, and novel features are described herein. Not all
such advantages may be achieved in accordance with any
one particular embodiment. Thus, the disclosed subject
matter may be embodied or carried out in a manner that
achieves or optimizes one advantage or group of advantages
without achieving all advantages as may be taught or
suggested herein.

[0018] In one aspect of the invention, various types of
extensions to the traditional and contemporary hypermedia
objects (such as hyperlink, roll-over, button, menu, and
slider functions) found in web browsers and hypermedia
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documents are extended to form extended hypermedia
objects by leveraging additional and richer collections of
user interface signals provided by, for example, a High
Dimensional Touchpad (“HTPD,” as taught in U.S. Pat. No.
6,570,078), Advanced Mice (as taught in U.S. Pat. No.
7,557,797), other rich parameter user interfaces such as
popular touch interfaces employing multitouch and/or ges-
tures, and images of the hand captured by video cameras.
[0019] In another aspect of the invention, the inventive
extended hypermedia objects allow features such as inter-
active 3D rotations of depicted objects, 3D immersion
experiences in virtual venues, and a number other capabili-
ties of potentially high value to electronic commerce, edu-
cation, documentation, and interactive entertainment.
[0020] In another aspect of the invention, image manipu-
lation support for examples of these new interactive capa-
bilities is provided.

[0021] In another aspect of the invention a hypermedia
object associated with an application for display on a display
screen and responsive to information provided by a user
interface input device comprising two-dimensional pointing
functions and at least one additional user-adjustable input
for entering values from a range comprising more than two
values, the hypermedia object comprising:

[0022] a first visual representation of the hypermedia
object on a display screen, the first displayed visual
representation for display in a first region of the display
associated with an application;

[0023] an associated responsive area in a second region
of the display, the responsive area for use in activating
the hypermedia object;

[0024] a procedure for activating the hypermedia object
from a user-initiated action enacted on a user interface
input device;

wherein activation of the hypermedia object enables the
entry of at least one additional user-adjustable input value
for use by the associated application.

[0025] In another aspect of the invention, the first and
second regions of the display are the same region.

[0026] In another aspect of the invention, the hypermedia
object further comprises a hyperlink function activated by
user interface input device when a cursor is positioned
within the associated responsive area, the cursor position
controlled by the two-dimensional pointing functions.
[0027] In another aspect of the invention, the hypermedia
object comprises a rollover function activated by using the
user interface input device to position the cursor within the
associated responsive area, the cursor position controlled by
the two-dimensional pointing functions.

[0028] In another aspect of the invention, the hypermedia
object comprises a button function activated by the user
interface input device when the cursor is positioned within
the associated responsive area, the cursor position controlled
by the two-dimensional pointing functions.

[0029] In another aspect of the invention, the hypermedia
object comprises a slider function.

[0030] In another aspect of the invention, the hypermedia
object comprises a menu function.

[0031] In another aspect of the invention, the user input
device is a computer mouse comprising a first scrollwheel.
[0032] In another aspect of the invention, the user input
device is a computer mouse further comprising a second
scrollwheel.
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[0033] In another aspect of the invention, the user input
device is a computer mouse comprising a touchpad

[0034] In another aspect of the invention, the user input
device is a computer mouse comprising a High Definition
Touch Pad (HDTP).

[0035] In another aspect of the invention, the user input
device comprises a touch user interface responsive to ges-
tures and the at least one additional user-adjustable input
comprises at least one gesture.

[0036] In another aspect of the invention, the user input
device comprises a touch user interface responsive to the
yaw angle of a finger in contact with the touch user interface
and the at least one additional user-adjustable input is
responsive to a measurement of the yaw angle.

[0037] In another aspect of the invention, the user input
device comprises a touch user interface responsive to the roll
angle of a finger in contact with the touch user interface and
the at least one additional user-adjustable input is responsive
to a measurement of the roll angle.

[0038] In another aspect of the invention, the user input
device comprises a touch user interface responsive to the
pitch angle of a finger in contact with the touch user
interface and the at least one additional user-adjustable input
is responsive to a measurement of the pitch angle.

[0039] In another aspect of the invention, the user input
device comprises a touch user interface responsive to at least
two angles of a finger in contact with the touch user interface
and the at least one additional user-adjustable input is
responsive to a measurement of each of the two angles
[0040] In another aspect of the invention, a second visual
representation of the hypermedia object is displayed when
the hypermedia object is activated.

[0041] In another aspect of the invention, the first visual
representation of the hypermedia object changes when the
hypermedia object is activated.

[0042] In another aspect of the invention, the first dis-
played visual representation of the hypermedia object
changes responsive to the at least one additional user-
adjustable input.

[0043] In another aspect of the invention, the user input
device is a touch interface comprising a tactile grammar.
[0044] In another aspect of the invention is used to imple-
ment an improved interactive interface for consumers view-
ing products online providing users with a virtual, 3D view
of the product as seen in stores, utilizing the HDTP to
spatially manipulate views of the product as if handling and
rotating the product.

[0045] In another aspect of the invention, as the at least
one additional user-adjustable input for entering values is
varied between values, one or another image of a group of
images is displayed as part or all of the displayed visual
appearance of an MHO, directly responsive to the last
received value of the at least one additional user-adjustable
input.

[0046] In another aspect of the invention, as the at least
one additional user-adjustable input for entering values is
varied between values, one or another image of a group of
images is displayed as part or all of the displayed visual
appearance of an MHO, responsive to commands or data
provided by an associated program and/or other software.
[0047] In another aspect of the invention is used to imple-
ment an improved interactive interface for consumers buy-
ing event tickets online providing users with a virtual view
of'the event venue as seen from any of the seats available for
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purchase. Those who have never been to a given venue can
experience the view from a given seat to inform their
selection before a purchasing decision is made.

[0048] In another aspect of the invention, image process-
ing is used to synthesize an image of a particular viewing
angle from one or more photographic images comprising
one or more other viewing angle(s), at least one of the
calculation and display of which is under the control of a
user input device.

[0049] In another aspect of the invention, a mathematical
model tied to a scaled seat-map or a database linked to a seat
map can calculate and/or retrieve separation distance data
and viewing angle data and present to one or both of an at
least one image selection element and an at least one image
processing element, at least one of the calculation and
display of which is under the control of a user input device.
[0050] In another aspect of the invention, separation dis-
tance data and viewing angle data is used by at least one
image processing element to calculate a synthesized view
from one or more photographic images, at least one of the
calculation and display of which is under the control of a
user input device.

[0051] In another aspect of the invention, an image selec-
tion element selects images to display based on calculated
and/or retrieved viewing angle data. In an embodiment, an
image selection element selects images to display based on
calculated and/or retrieved separation distance data.

[0052] In another aspect of the invention, should some
locations in the venue contain view obstructions, the image
selection element can include provisions for selection spe-
cific image selection from obstruction-handling families of
images, at least one of the calculation and display of which
is under the control of a user input device.

[0053] In another aspect of the invention, distance and/or
angle information can be used by an image processing
element to provide one or more of selective cropping and/or
distance-varying image warping to render a reasonably
accurate expected view from the particular location, such as
a seat or region of seats in a theater, sports, or performance
venue, at least one of the calculation and display of which
is under the control of a user input device.

[0054] In another aspect of the invention, at least some of
the above can be used to provide display of images repre-
senting interactively selected views at various angles at the
particular seat or seating area, at least one of the calculation
and display of which is under the control of a user input
device.

[0055] In another aspect of the invention, these and addi-
tional image processing functions can be used to implement
panoramically merged images, at least one of the calculation
and display of which is under the control of a user input
device.

BRIEF DESCRIPTION OF THE DRAWINGS

[0056] The above and other aspects, features, and advan-
tages of the present invention will become more apparent
upon consideration of the following description of preferred
embodiments, taken in conjunction with the accompanying
drawing figures.

[0057] FIG. 1 depicts a plurality of windows, one or more
of which can be a hypermedia application window such as
a browser, and hierarchies of visually displayed and other
objects within or associated with these windows.
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[0058] FIG. 2 depicts typical operation of a traditional
hyperlink.
[0059] FIG. 3 depicts modes of navigation among web

pages or hypermedia views.

[0060] FIG. 4 depicts a rectangular region of a window or
hypermedia object in a window, defining quantities and
geometric aspects relevant to conditional tests for cursor
location within a displayed area.

[0061] FIG. 5 depicts a pair of button objects and actions
resulting from their operation.

[0062] FIG. 6 depicts a rollover object and actions result-
ing from its operation.

[0063] FIG. 7 depicts a menu object and actions resulting
from its operation.

[0064] FIG. 8 depicts a pair of slider objects and actions
resulting from their operation.

[0065] FIG. 9 provides a summary table of example tra-
ditional hyperobjects.

[0066] FIG. 10 illustrates the side view of a finger lightly
touching the surface of a tactile sensor array.

[0067] FIG. 11 depicts a popularly accepted model of a
typical cell phone or PDA capacitive proximity sensor
implementation.

[0068] FIG. 12a is a graphical representation of a tactile
image produced by contact of a human finger on a tactile
sensor array. FIG. 125 provides a graphical representation of
a tactile image produced by contact with multiple human
fingers on a tactile sensor array of lesser spatial resolution
than that depicted in FIG. 12a.

[0069] FIG. 13 depicts a signal flow in an HDTP imple-
mentation.
[0070] FIGS. 14a-14f illustrate the six independently

adjustable degrees of freedom of touch from a single finger
that can be simultaneously measured by the HDTP technol-
ogy.

[0071] FIG. 15 suggests general ways in which two or
more of these independently adjustable degrees of freedom
adjusted simultaneously.

[0072] FIG. 16 demonstrates a few two-finger multi-touch
postures and/or gestures from the many that can be readily
recognized by HDTP technology.

[0073] FIG. 17 shows an example of how raw measure-
ments of the six quantities of FIGS. 14a-14f, together with
shape recognition for distinguishing contact with various
parts of the hand and the touchpad, can be used to create a
rich information flux of parameters, rates, and symbols.
[0074] FIG. 18 shows an approach for incorporating pos-
ture recognition, gesture recognition, and other functions to
create a rich human/machine tactile interface system capable
of additionally supporting or incorporating syntax and gram-
mars.

[0075] FIGS. 194-194 depict operations acting on various
parameters, rates, and symbols to produce other parameters,
rates, and symbols, including operations such as sample/
hold, interpretation, context, etc.

[0076] FIG. 20 depicts a user interface input arrangement
incorporating one or more HDTPs that provides user inter-
face input event and quantity routing for focus control.
[0077] FIGS. 21a-21g depict a number of arrangements
and embodiments employing HDTP technology.

[0078] FIGS. 22a-22e¢ depict various integrations of an
HDTP into the back of a conventional computer mouse as
taught in U.S. Pat. No. 7,557,797.
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[0079] FIGS. 234 and 235 illustrate examples of conven-
tional scroll-wheel mouse provided with an added left-right
scroll-wheel as taught in U.S. Pat. No. 7,557,797.

[0080] FIGS. 24a-24c illustrate examples where a single
trackball is incorporated into the back of a conventional
computer mouse as taught in U.S. Pat. No. 7,557,797.
[0081] FIGS. 254-25¢ illustrate examples where two
trackballs are incorporated into the back of a conventional
computer mouse as taught in U.S. Pat. No. 7,557,797, some
of these (FIGS. 256-25¢) comprising yet other additional
sensors.

[0082] FIG.25d depicts a mouse provided with a trackball
and a small touchpad as taught in U.S. Pat. No. 7,557,797.
[0083] FIG. 25¢ depicts a mouse provided with a plurality
of slider controls as taught in U.S. Pat. No. 7,557,797.
[0084] FIGS. 26a-26¢ depicts exemplary embodiments
providing HDTP technologies with a HID device abstraction
for interfacing to applications.

[0085] FIGS. 27a-27d depict arrangements for directing
additional user interface parameter signals to applications.
[0086] FIG. 28a depicts a browser plug-in arrangement for
directing additional user interface input parameters to an
application interfacing to the browser.

[0087] FIG. 286 depicts additional browser plug-in
arrangements for advanced 2D and/or 3D vector and raster
graphics which can additionally be interfaced with client-
side software such as JAVA Script.

[0088] FIGS. 294 and 295 depict arrangements provided
for by the invention wherein an application designed to
utilize additional APD user interface parameter signals.
[0089] FIGS. 30a and 305 depict arrangements for direct-
ing additional user interface input parameters to multi-
parameter hypermedia objects (MHOs) rendered within the
display of browser-based applications.

[0090] FIGS. 31-34 depict MHOs that differ from direct
extensions of traditional and contemporary hypermedia
objects.

[0091] FIG. 35 depicts a 1-dimensional array of N images,
any one of which can be selected for rendering as part or all
of the displayed visual appearance of an MHO.

[0092] FIG. 36 depicts a periodic structure imposed on the
array of FIG. 34.

[0093] FIG. 37 depicts a 2-dimensional array of NxM
images, any one of which can be selected for rendering as
part or all of the displayed visual appearance of an MHO.
[0094] FIG. 38a depicts a 1-dimensional periodic structure
imposed on the 2-dimensional array of FIG. 36.

[0095] FIG. 3856 depicts a 2-dimensional periodic structure
imposed on the 2-dimensional array of FIG. 37.

[0096] FIG. 39 depicts a 3-dimensional array of KxMxN
images, any one of which can be selected for rendering as
part or all of the displayed visual appearance of an MHO.
[0097] FIG. 40 depicts a 1-dimensional periodic structure
imposed on the 3-dimensional array of FIG. 39.

[0098] FIG. 41 depicts a body page that comprises various
types of traditional hypermedia objects and MHOs.

[0099] FIG. 42 shows a specific section of the webpage of
FIG. 41 so as to focus on MHO features.

[0100] FIG. 43 provides a showcase view of a single
portion of the webpage section of FIG. 42.

[0101] FIG. 44 shows the result of selecting a displayed
element shown in FIG. 43 after choosing a color from the list
shown in FIG. 43.
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[0102] FIGS. 45a-45f depict views of a shoe as can be
captured in individual images for use in the image array data
structures described in conjunction with FIGS. 34-40.
[0103] FIG. 46a depicts a sequence of images capturing a
1-dimensional rotation of a shoe over a non-periodic range
of rotation angles as controlled by yaw positions and move-
ments of a single finger in contact with an HDTP.

[0104] FIG. 464 depicts a sequence of images capturing a
1-dimensional rotation of a shoe over a periodic range of
rotation angles as controlled by yaw positions and move-
ments of a single finger in contact with an HDTP.

[0105] FIG. 47 depicts a sequence of images capturing a
1-dimensional rotation of a shoe over a periodic range of
rotation angles as controlled by a family of two-finger
posture positions and movements finger in contact with an
HDTP.

[0106] FIG. 48 depicts a sequence of images capturing a
1-dimensional rotation of a shoe within a different angle of
rotation that that of FIGS. 46a-465 over a range of rotation
angles as controlled by the pitch angle of a single finger in
contact with an HDTP.

[0107] FIG. 49 depicts an event venue ticket shopping
webpage.
[0108] FIG. 50 depicts a popup image window overlay on

the ticket shopping webpage depicted in FIG. 49, said popup
image depicting a view showing a photographic represen-
tation of the view of a stage.

[0109] FIG. 51 depicts a popup image window overlay on
the ticket shopping webpage depicted in FIG. 49, said popup
image depicting an overhead view showing a photographic
representation of the separation distance from a stage.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

[0110] In the following description, reference is made to
the accompanying drawing figures which form a part hereof,
and which show by way of illustration specific embodiments
of the invention. It is to be understood by those of ordinary
skill in this technological field that other embodiments may
be utilized, and structural, electrical, as well as procedural
changes may be made without departing from the scope of
the present invention.

[0111] In the following description, numerous specific
details are set forth to provide a thorough description of
various embodiments. Certain embodiments may be prac-
ticed without these specific details or with some variations
in detail. In some instances, certain features are described in
less detail so as not to obscure other aspects. The level of
detail associated with each of the elements or features
should not be construed to qualify the novelty or importance
of one feature over the others.

Windowing Systems

[0112] Desktop, laptop, tablet, web, and other types of
contemporary computers provide for a plurality of active
software applications to share visual display and user input
devices by means of some form of windowing system.
Windowing systems are well known with foundational prin-
ciples dating back decades (see for example F. R. Hopgood,
et al.,, Methodology of Window Management, Springer-
Verlag, Berlin, 1986, ISBN 0387161163) and are known at
least as an operational level to virtually all users of these
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devices. Without getting into the many well-known aspects
of windowing systems, one skilled in the art is reminded
that:

[0113] A plurality of windows can be displayed simul-
taneously on the screen of the (desktop, laptop, tablet,
or web) computer;

[0114]

[0115] The windowing system also provides a visually-
rendered cursor whose position is determined by left-
right/forward-back operation provisions of a pointing
device (mouse, touchpad, trackball, etc.);

[0116] Windows are typically selected by “clicking” a
discrete-event provision (button operation, touchpad
tap, etc.) of the pointing device—windows can also be
selected by default in some cases, such as when the
initialization of a previously inactive application dis-
plays, updates, or popsup a new window;

[0117] A selected window remains selected until the
user selects a different window or a window is selected
by default;

[0118] User keyboard input and other types of pointing
device input is typically directed to aspects of an
application associated with the window that is currently
selected.

[0119] FIG. 1 depicts a visual display screen area 100
displaying a plurality of representative windows—here 101,
102, 110. In this FIG., none of the windows 101, 102, 110
are shown as overlapping so as to streamline the discussion;
one skilled in the art will understand the appearance of
overlapping of one or more of these windows. One or more
of these windows can be a hypermedia window such as a
browser (here 110), and hierarchies of objects (111 and
111.1; 112 and 112.1, 112.2) rendered within or superim-
posed over the display area of the browser window 110. The
hypermedia (browser or application) window 110 of FIG. 1
also depicts a toolbar 110.#5 as well as a vertical scrollbar
110.vs and a horizontal scrollbar 110.%s. Such vertical and
horizontal scrollbars typically appear when the display area
within the window is smaller than the vertical and/or hori-
zontal span of the visual content, allowing control of the
vignette displayed within the aperture created by the display,
this control responsive to the positions of scrollbar(s) within
the degrees of possible travel. The position of a scrollbar is
in turn controlled by one or more input aspects from the
pointing device.

Multiple windows can overlap one another;

Browser and Other Hypermedia Windows in a Windowing
Environment

[0120] As is also well-known, a particularly important
type of window-based application is the browser. The
browser visually renders information according to the direc-
tives of one or more of a markup language file (HTML,
XML, etc.), a script (such as JAVA script, etc.), and/or other
source material (for example, from a PDF viewer). The
browser can be driven from one or more files and/or execut-
ing program(s) that are on the computer itself and/or at one
or more server computers reachable over an attached net-
work. The attached network can be a closed local area
network, but far more typically the attached network pro-
vides access to the internet. Most usage of browsers is to
access files and/or executing program(s) that are hosted by
one or more servers reachable via the internet.
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Navigation Via Hyperlinks and Page Arrow Buttons

[0121] Browsers and some other type of applications can
include various types of visually-cued ‘hyperlink’ objects
that can be spatially-localized within the window (under-
lined, highlighted, and/or colored text, images or regions
within images, etc.) that can be operated by pointing device
input events such as clicking when the screen cursor is
overlaid or sufficiently close to the spatial location of the
visual cue. Operation of the hyperlink typically either
changes the material displayed in the window or associated
additional window, or causes the display of a new window
as is depicted in FIG. 2.

[0122] Because such windows typically display combina-
tions of text, graphics, images, and/or video, portions or
entireties of which can implement hyperlinks, browsers and
similarly-featured application windows can be referred to as
hypermedia application windows.

[0123] FIG. 3 depicts an example of navigation among
web pages in a browser window or views within another
type of hypermedia application window. Hyperlinks them-
selves provide stepwise means for moving forward in a
sequence of views, while toolbar 110.¢5 page arrow buttons,
such as the buttons 110.fwd and 110.5wd, operated by input
from the pointing device, allows one to move forward 311
or backward 312 within the sequence of web pages or views
301-304 traversed up to the time of their operation. It is
noted that, in typical implementations, branching into an
alternative hyperlink from a previous web page or view (any
of 301, 302, 303) destroys all forward history (respectively
302-304, 303-304, 304). Some contemporary tabbed brows-
ers overcome this limitation by creating a new tab that
inherits the actively displayed webpage/view and history.

Contemporary Hyperlink, Rollover, Button, Slider, and
Menu Objects

[0124] Inthis section, traditional and contemporary hyper-
media objects such as hyperlink objects, button objects,
rollover objects, menu objects, and slider objects (including
scrollbar sliders and zoom sliders which are additionally
often controlled by the scrollwheel of a scrollwheel mouse
whenever a window or frame within a window is selected)
are considered and compared.
[0125] Cursor Contac/Proximity Detection
[0126] Each of the traditional hyperlink, rollover, button,
slider, and menu objects described below require conditional
tests on the location of the cursor. As to this, FIG. 4 depicts
a representative rectangular region of a window or hyper-
media object in a window. In this example, the presence of
the cursor in the window can be determined by a condition
test made on the coordinates of the cursors position, for
example with respect to the situation depicted in FIG. 4 such
a conditional test can be structured as:

[0127] If [(500=x=800) && (300<y=<700)], then [“Ac-

tive Action”], else [“Inactive Action™];

[0128] Note that when both the “x” and “y” coordinates
are within the range defined by the conditional test, contact
with the window is subsequently defined.
[0129] This form of conditional test thus comprises effec-
tively the entirety of what is required to operate the rollover
object and to pre-activate or deactivate a menu items in the
aforementioned example menu object. Note that when both
the “x” and “y” coordinates are within the range defined by
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the conditional test, contact with a “hotspot” comprising the
geometric scope of the hyperobject is subsequently defined.
[0130] The hyperlink, button, menu item, and some slider
operation modes require additional inclusion of a click
event:
[0131] if [(500=x=800) &&
(ClickEvent”=TRUE)],

(300<y<700) &&

[0132] then [“Active Action™];
[0133] else [“Inactive Action™];
[0134] The same menu item and slider operation modes

require additional inclusion of a click-and-drag event which
combines the above with additional conditional tests.
[0135] Hyperlink Object

[0136] By long-accepted definition and convention, the
traditional hyperlink object described requires the cursor to
be located on or sufficiently near the visually rendered
hyperlink element and a subsequent click event to activate.
Typically the traditional hyperlink object also provides some
visible responsive indication of its operation by the pointer
device. Activation of the traditional hyperlink can change
the currently displayed webpage or view to a new webpage
or view, launch a pop-up window or a new window directed
to a new webpage or view, launch a pop-up menu, or provide
other operations.

[0137] Button Object

[0138] A traditional hyperobject related to the hyperlink is
the button object. The button is very similar in its operation
to a graphical icon hyperlink, and can be used in the same
manner, but in that it is typically graphically rendered to
resemble a physically-operated “control panel” pushbutton
it is most often employed in panel control functions such as
an “Enter” function, data entry functions, mode control
functions, start/stop/pause functions, etc. FIG. 5 depicts a
pair of representative button objects and actions resulting
from their operation.

[0139] Rollover Object

[0140] Another traditional hyperobject arguably related to
the hyperlink is the rollover object. The rollover object
typically offers the same range of actions as a button or
hyperlink but only requires the cursor to be located on or
sufficiently near the visually rendered hyperlink element to
activate (i.e., no subsequent click event is used). Because the
rollover object is so readily activated by causal movement of
the cursor, the rollover object typically performs rapidly
reversible operations such as simply changing its visual
representation (for example, changing from one image or
graphic to another image or graphic). In some cases, a
rollover function and a hyperlink function can be combined
s0 as to allow a rollover event to invoke a rapidly reversible
operation and a click event to invoke a more action resulting
in more significant actions (such as changing the currently
displayed webpage or view to a new webpage or view,
launch a pop-up window or a new window directed to a new
webpage or view, etc.). FIG. 6 depicts a representative
rollover object and actions resulting from its operation.
[0141] Menu Object

[0142] Yet another traditional hyperobject related to the
hyperlink, button, and rollover is the menu object. In prac-
tice there are a wide range of types of menus and operational
procedures for them; here only a representative example is
considered. The menu usually pops up as a result of the
operation of a button or rollover object. Once the menu is
displayed, moving the cursor over the individual menu items
causes some sort of visual indication of pre-activation. A
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click caused a pre-activated individual menu item to act as
if it were a button. FIG. 7 depicts a representative menu
object of the type described in this example (mindful as is
one skilled in the art that other types of menu operations are
known) and actions resulting from its operation.

[0143] Sliders

[0144] A somewhat more complicated traditional hyper-
object is the slider, typically comprising a visually-displayed
“knob” and a typically linear path for which it is permitted
to “travel,” said travel responsive to input from a user input
device. Although exceptions can be found and/or contrived,
a slider is usually employed to set or change the value of a
particular variable in an application program from within a
range comprising many possible values. For example, a
slider can be used as an audio volume control, selecting from
any of a number of possible volume values available, for
example where the number of possible volume values avail-
able could typically be 16 to 128. In another application, the
slider can be used to set the zoom-level on a map viewer.
When the number of possible values available is small, the
function provided by the traditional slider object can alter-
natively be implemented by a traditional menu object. The
value of the slider object stands forth when the number of
possible values available is large (making operation of a
traditional menu object unwieldy) or the metaphor and/or
persistent visual geometric indication of the selected value is
desired. In a typical implementation, the slider button is
clicked on and its position is dragged in either direction
along a one-dimensional travel path. In some embodiments
the mere change in the slider “knob” position is sufficient to
change the value of a selected variable from one value in a
range comprising many possible values to another such
value in the range. In other embodiments the click operation
must be released in order to change the value of a selected
variable from one value in a range comprising many pos-
sible values to another such value. Many other types of
slider implementations are apparent to one skilled in the art.
FIG. 8 depicts a pair of representative slider objects and
actions resulting from their operation.

[0145] Noted extensions to the above characterization of
sliders are typically made for scrollbar sliders (on edges of
windows) and zoom sliders (employed in some applications
such as map and image viewers). For example, once a
window or frame of within a window that includes a vertical
scrollbar is selected, the scrollwheel provided by a contem-
porary computer mouse is solely directed to the operation of
the vertical scrollbar slider (for example, the scrollbar 110.vs
of FIG. 1) as long as that window or frame of within a
window remains selected. As another example, once a
window or frame of within a window that includes a zoom
slider is selected, the scrollwheel provided by a contempo-
rary computer mouse is solely directed to the operation of
the zoom slider as long as that window or frame of within
a window remains selected. Many variations are possible for
managing scrollwheel assignments when both scrolling and
zoom functions are available:

[0146] Insome map and image viewer applications both
scrollbar sliders and a zoom slider are provided, for
example versions of Google Maps which provide a map
image frame and a side-area frame, wherein the scroll-
wheel controls the zoom slider when the image frame
is selected and the vertical scrollbar slider when the
side-area frame is selected.
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[0147] In other map and image viewer applications only
either scrollbar sliders or a zoom slider is provided,
wherein the scrollwheel is directed to one of these
while other provisions can be provide for the other (for
example, the scrollwheel is directed to the zoom slider
and click-and-drag actions on the image are used to
implement a scroll function in lieu of scrollbar sliders).

[0148] In other map and image viewer applications,
neither scrollbar sliders and zoom sliders are provided
(for example, the scrollwheel is directed to the zoom
function even though no slider is displayed, and click-
and-drag actions on the image are used to implement a
scroll function in lieu of scrollbar sliders).

[0149] Comparison

[0150] FIG. 9 provides a summary table of some of the
attributes of the example traditional hyperobjects described
and considered thus far. The examples described, and the
further simplifications made in order to display in the table,
are only meant to be representative and are hardly compre-
hensive as is clear to one skilled in the art.

[0151] Note in the traditional hyperobjects described and
considered thus far, as well as the many variations and
alternatives known by one skilled in the art, virtually all rely
on the following user-input driven from a conventional
pointing device for their operation:

[0152] Location of the cursor;
[0153] Click/release events.
[0154] Traditional User Interface Pointing Devices

[0155] Turning now to traditional user interface pointing
devices, the traditional mouse, traditional trackball, and
traditional touchpad, and traditional touchscreen typically
are used to provide the following user inputs:

Traditional
User Input ~ Traditional Traditional Touchpad or
Type Mouse Trackball Touchscreen
Cursor “X”  Left-right position  Left-right rotation Left-right position
position of housing of trackball of finger/stylus
Cursor “Y”  Forward-back Forward-back Left-right position
position position of housing  rotation of of finger/stylus
trackball
Left click Left button Left button Left button and/or
tap
Right click  Right button Right button Right button
Double (left) Double operation Double operation Double operation
click of Left button of Left button of Left button

and/or double-tap

Contemporary Generation User Interface Pointing Devices

[0156] More contemporary computer mice additionally
provide a scrollwheel along with the traditional components
and features of the traditional mouse. Some scrollwheels
allow the wheel to be depressed downward to operate a
spring-loaded switch that provides a third class of button
events. As mentioned just above, typically the scrollwheel
provided by a contemporary computer mouse is solely
directed to the operation of the vertical scrollbar (for
example, the scrollbar 110.vs of FIG. 1), if displayed, of the
currently selected window. More recently, computer mice
providing “2-way scrolling” (sometimes called “4-way
scrolling”) features wherein the scrollwheel. In addition to
conventional forward-back rotation, can be tilted left or right
with the resulting signal directed to the control the horizon-
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tal scrollbar (for example, the scrollbar 110.4s of FIG. 1), if
displayed, of the currently selected window.
[0157] Providing an additional scroll control to a scroll-
wheel mouse that can be used to operate the horizontal
scrollbar with a left-right operation was taught several years
prior to the appearance of such products in the specification
of issued U.S. Pat. No. 7,557,797 (priority date Feb. 12,
2004) and is to be addressed in a pending continuation patent
application from that specification subject to that same
priority date.
[0158] Additionally, touch screens have recently received
tremendous attention with the addition of array tactile imag-
ing capabilities. Such touch screen technologies permit
multi-touch sensing, metaphors, and gestures. Although
such touch screen technologies have obtained great com-
mercial success from there defining role in the iPhone and
subsequent adaptations in PDAs and other types of cell
phones and hand-held devices, these were in fact taught in
the 1999 filings of U.S. Pat. No. 6,570,078 and pending U.S.
patent application Ser. No. 11/761,978.
[0159] These more advanced user interface pointing
devices provide additional user control capabilities that can
be used in hypermedia applications, and in particular in
web-based applications rendered in a browser. A known
example of this is the aforementioned use of the scrollwheel
in controlling the degree of zoom in the web-based Google
Maps application.
[0160] Further, there remains a wide range of additional
control capabilities that can be provided by further enhanced
user interface technologies. A number of representative
enhanced user interface technologies are described next,
specifically.
[0161] (a) the HDTP taught in the 1999 filings of U.S.
Pat. No. 6,570,078 and pending U.S. patent application
Ser. No. 11/761,978, pending U.S. patent application
Ser. Nos. 12/418,605, 12/502,230, 12/541,948, and
related pending U.S. patent applications; and
[0162] (b) the Advanced Mice taught in the 2004 filings
of issued U.S. Pat. No. 7,557,797 and related pending
U.S. patent applications such as Ser. Nos. 12/619,678,
13/025,129, 13/024,569. The capabilities of these, or to
a more limited extent, the capabilities of contemporary
generation user interface pointing devices can be used
to enhance the capabilities of traditional hypermedia
objects (such as the hyperlink, button, rollover, menu,
and slider) as well as defining new types of hypermedia
objects.

HDTP User Interface Technology

[0163] In an embodiment, a touchpad used as a pointing
and data entry device can comprise an array of sensors. The
array of sensors is used to create a tactile image of a type
associated with the type of sensor and method of contact by
the human hand. The tactile image comprises and array of
data elements such as an array of pressure measurements,
and array of proximity measurements, an array of reflective
optical measurements, etc. Thus the tactile image can be or
comprise a pressure image, proximity image, reflective
optical image, etc. In an embodiment, each data element
comprises a scalar numerical value corresponding to a
measurement from an associated sensor. In another embodi-
ment, at least one data element comprises a plurality of
scalar numerical values. In an embodiment, each data ele-
ment comprises one or more scalar values produced from
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signal processing, image processing, and/or other operations
applied to measurements provided by an array of sensors.
[0164] In one embodiment, the individual sensors in the
sensor array are pressure sensors and a direct pressure-
sensing tactile image is generated by the sensor array.
[0165] In another embodiment, the individual sensors in
the sensor array are proximity sensors and a direct proximity
tactile image is generated by the sensor array. Since the
contacting surfaces of the finger or hand tissue contacting a
surface typically increasingly deforms as pressure is applied,
the sensor array comprised of proximity sensors also pro-
vides an indirect pressure sensing tactile image.

[0166] In another embodiment, the individual sensors in
the sensor array can be optical sensors. In one variation of
this, an optical image is generated and an indirect proximity
tactile image is generated by the sensor array. In another
variation, the optical image can be observed through a
transparent or translucent rigid material and, as the contact-
ing surfaces of the finger or hand tissue contacting a surface
typically increasingly deforms as pressure is applied, the
optical sensor array also provides an indirect pressure-
sensing tactile image.

[0167] In some embodiments, the array of sensors can be
transparent or translucent and can be provided with an
underlying visual display element such as an alphanumeric
and/or graphics and/or image display. The underlying visual
display can comprise, for example, an LED array display, a
backlit LCD, etc. Such an underlying display can be used to
render geometric boundaries or labels for soft-key function-
ality implemented with the tactile sensor array, to display
status information, etc.

[0168] In an embodiment the touchpad can comprise a
tactile sensor array obtains or provides individual measure-
ments in every enabled cell in the sensor array that provides
these as numerical values. The numerical values can be
communicated in a numerical data array, as a sequential data
stream, or in other ways. When regarded as a numerical data
array with row and column ordering that can be associated
with the geometric layout of the individual cells of the
sensor array, the numerical data array can be regarded as
representing a tactile image.

[0169] The tactile sensor array should not be confused
with the “null/contact” touchpad which, in normal operation,
acts as a pair of orthogonally responsive potentiometers.
These “null/contact” touchpads do not produce pressure
images, proximity images, or other image data but rather, in
normal operation, two voltages linearly corresponding to the
location of a left-right edge and forward-back edge of a
single area of contact. Such “null/contact” touchpads, which
are universally found in existing laptop computers, are
discussed and differentiated from tactile sensor arrays in
issued U.S. Pat. No. 6,570,078 and pending U.S. patent
application U.S. Ser. No. 11/761,978 (pre-grant publication
U.S. 2007/0229477). Before leaving this topic, it is pointed
out that these the “null/contact” touchpads nonetheless can
be inexpensively adapted with simple analog electronics to
provide at least primitive multi-touch capabilities as taught
in U.S. Pat. No. 6,570,078 and pending U.S. patent appli-
cation U.S. Ser. No. 11/761,978 (therein, paragraphs [0022]-
[0029] of its pre-grant publication U.S. 2007/0229477, for
example).

[0170] One implementation of a tactile sensor array is a
pressure sensor array. Pressure sensor arrays discussed in
U.S. Pat. No. 6,570,078 and pending U.S. patent application
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Ser. No. 11/761,978. These typically operate by measuring
changes in electrical (resistive, capacitive) or optical prop-
erties of an elastic material as the material is compressed.
Prominent manufacturers and suppliers of pressure sensor
arrays include Tekscan, Inc. (307 West First Street, South
Boston, Mass., 02127, www.tekscan.com), Pressure Profile
Systems (5757 Century Boulevard, Suite 600, Los Angeles,
Calif. 90045, www.pressureprofile.com), Sensor Products,
Inc. (300 Madison Avenue, Madison, N.J. 07940 USA,
www.sensorprod.com), and Xsensor Technology Corpora-
tion (Suite 111, 319-2nd Ave SW, Calgary, Alberta T2P OCS,
Canada, www.xsensor.com).

[0171] In lieu of a pressure sensor array, a proximity
sensor array or effective equivalents (for example, as can be
accomplished with a video camera as described in issued
U.S. Pat. No. 6,570,078 and pending U.S. patent application
Ser. No. 11/761,978) can be used as a tactile sensor array. In
general, a tactile proximity sensor array suitable for use with
the present invention can be implemented in a wide variety
of ways using any number of techniques or physical effects.
The only requirement is that the tactile proximity sensor
array produce a multi-level gradient measurement image as
a finger, part of hand, or other pliable object varies is
proximity in the immediate area of the sensor surface.

[0172] More specifically, FIG. 10 illustrates a representa-
tive side view of a finger 1001 lightly touching the surface
1002 of a tactile sensor array. In this example, the finger
1001 contacts the tactile sensor surface in a relatively small
area 1003. In this situation, on either side the finger curves
away from the region of contact 1003, where the non-
contacting yet pro xi mate portions of the finger grow
increasingly far 1004a, 1005a, 10045, 10056 from the
surface of the sensor 1002. These variations in physical
proximity of portions of the finger with respect to the sensor
surface should cause each sensor element in the tactile
proximity sensor array to provide a corresponding proximity
measurement varying responsively to the proximity, sepa-
ration distance, etc. The tactile proximity sensor array
advantageously comprises enough spatial resolution to pro-
vide a plurality of sensors within the area occupied by the
finger (for example, the area comprising width 1006). In this
case, as the finger is pressed down, the region of contact
1003 grows as the more and more of the pliable surface of
the finger conforms to the tactile sensor array surface 1002,
and the distances 1004a, 10054, 10045, 10055 contract. If
the finger is tilted, for example by rolling in the user
viewpoint counterclockwise (which in the depicted end-of-
finger viewpoint clockwise 1007a) the separation distances
on one side of the finger 1004a, 1005a will contract while
the separation distances on one side of the finger 10045,
10055 will lengthen. Similarly if the finger is tilted, for
example by rolling in the user viewpoint clockwise (which
in the depicted end-of-finger viewpoint counterclockwise
10075) the separation distances on the side of the finger
10045, 100556 will contract while the separation distances on
the side of the finger 1004a, 1005a will lengthen.

[0173] Capacitive proximity sensors can be used in vari-
ous handheld devices with touch interfaces (see for example,
among many, http//electronics.howstuffworks.com/iphone2.
htm, http://www.veritasetvisus.com/VVTP-12,%20Walker.
pdf). Prominent manufacturers and suppliers include Balda
AG (Bergkirchener Str. 228, 32549 Bad Oeynhausen, DE,
www.balda.de), Cypress (198 Champion Ct., San Jose,
Calif. 95134, www.cypress.com), and Synaptics (2381 Ber-
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ing Dr., San Jose, Calif. 95131, www.synaptics.com). In
these sensors, the region of finger contact is detected by
variations in localized capacitance resulting from capacitive
proximity effects induced by a nearly-adjacent finger. More
specifically, the electrical field at the intersection of orthogo-
nally-aligned conductive buses is influenced by the vertical
distance or gap between the surface of the sensor array and
the skin surface of the finger. The capacitive proximity
sensor technology is low-cost, reliable, long-life, stable, and
can readily be made transparent. FIG. 11 (adapted from
http://www.veritasetvisus.com/VVTP-12,%20Walker.pdf
with slightly more functional detail added) shows a popu-
larly accepted model of a typical cell phone or PDA capaci-
tive proximity sensor implementation. In some embodi-
ments the present invention can use the same spatial
resolution as current capacitive proximity touchscreen sen-
sor arrays. In other embodiments of the present invention, a
higher spatial resolution is advantageous. For example, in
many contemporary capacitive proximity sensors, the touch
of a fingertip can be comprised within the physical dimen-
sions of one sensor element or one sensor-separation spac-
ing. In higher resolution implementations, the touch of a
fingertip can span the physical dimensions of many sensor
elements and sensor-separation spacing, for example as in
the higher resolution example depicted in (soon to be
discussed) FIGS. 124-126b.

[0174] As a first example of an optical array sensor,
Forrest M. Mims is credited as showing that a conventional
LED can be used as a light detector as well as a light emitter.
Recently, light-emitting diodes have been used as a tactile
proximity sensor array (for example, as depicted in the video
available at http://cs.nyu.edu/~jhan/ledtouch/index.html).
Such tactile proximity array implementations typically need
to be operated in a darkened environment (as seen in the
video in the above web link). In one embodiment provided
for by the invention, each LED in an array of LEDs can be
used as a photodetector as well as a light emitter, although
a single LED can either transmit or receive information at
one time. Each LED in the array can sequentially be selected
to be set to be in receiving mode while others adjacent to it
are placed in light emitting mode. A particular LED in
receiving mode can pick up reflected light from the finger,
provided by said neighboring illuminating-mode LEDs. The
invention provides for additional systems and methods for
not requiring darkness in the user environment in order to
operate an LED array as a tactile proximity sensor. In one
embodiment, potential interference from ambient light in the
surrounding user environment can be limited by using an
opaque pliable and/or elastically deformable surface cover-
ing the LED array that is appropriately reflective (direction-
ally, amorphously, etc. as can be advantageous in a particular
design) on the side facing the LED array. Such a system and
method can be readily implemented in a wide variety of
ways as is clear to one skilled in the art. In another
embodiment, potential interference from ambient light in the
surrounding user environment can be limited by employing
amplitude, phase, or pulse width modulated circuitry and/or
software to control the underlying light emission and receiv-
ing process. For example, in an implementation the LED
array can be configured to emit modulated light modulated
at a particular carrier frequency or variation waveform and
respond to only modulated light signal components
extracted from the received light signals comprising that
same carrier frequency or variation waveform. Such a sys-
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tem and method can be readily implemented in a wide
variety of ways as is clear to one skilled in the art.

[0175] As a second example of an optical array sensor, use
of video cameras for gathering control information from the
human hand in various ways is discussed in U.S. Pat. No.
6,570,078 and Pending U.S. patent application Ser. No.
11/761,978. In another video camera tactile controller
embodiment, a flat or curved translucent panel can be used
as sensor surface. When a finger is placed on the translucent
panel, light applied to the opposite side of the translucent
panel reflects light in a distinctly different manner than in
other regions where there is no finger or other tactile contact.
The image captured by an associated video camera will
provide gradient information responsive to the contact and
proximity of the finger with respect to the surface of the
translucent panel. For example, the parts of the finger that
are in contact with the surface will provide the greatest
degree of reflection while parts of the finger that curve away
from the surface of the sensor provide less reflection of the
light. Gradients of the reflected light captured by the video
camera can be arranged to produce a gradient image that
appears similar to the multilevel quantized image captured
by a pressure sensor. By comparing changes in gradient,
changes in the position of the finger and pressure applied by
the finger can be detected.

[0176] In many various embodiments, the tactile sensor
array can be connected to interface hardware that sends
numerical data responsive to tactile information captured by
the tactile sensor array to a processor. In various embodi-
ments, this processor will process the data captured by the
tactile sensor array and transform it various ways, for
example into a collection of simplified data, or into a
sequence of tactile image “frames” (this sequence akin to a
video stream), or into highly refined information responsive
to the position and movement of one or more fingers and/or
other parts of the hand.

[0177] As to further representative detail of the latter
example, a “frame” can refer to a 2-dimensional list com-
prising a number of rows and a number of columns forming
an array, the array comprising tactile measurement value(s)
for every sensor in a tactile sensor array at a given instance.
In an embodiment, each data element comprises a scalar
numerical value corresponding to a measurement from an
associated sensor. In another embodiment, at least one data
element comprises a plurality of scalar numerical values. In
an embodiment, each data element comprises one or more
scalar values produced from signal processing, image pro-
cessing, and/or other operations applied to measurements
provided by an array of sensors. The time interval between
one frame and the next one depends on the frame rate of the
system and the number of frames in a unit time (usually
frames per second). FIG. 12a is a graphical representation of
a tactile image produced by contact with the bottom surface
of the most outward section (between the end of the finger
and the most nearby joint) of a human finger on a tactile
sensor array. In this example tactile array, there are 24 rows
and 24 columns; other realizations can have significantly
more (hundreds or thousands) of rows and columns. Tactile
measurement values of each cell are indicated by the num-
bers and shading in each cell. Darker cells represent cells
with higher tactile measurement values. Similarly. FIG. 1254
provides a graphical representation of an example tactile
image produced by contact with multiple human fingers on
a tactile sensor array. In other embodiments, there can be a
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larger or smaller number of pixels for a given images size,
resulting in varying resolution. Additionally, there can be
larger or smaller area with respect to the image size resulting
in a greater or lesser potential measurement area for the
region of contact to be located in or move about. (Note the
sensor array of FIG. 11 has less spatial resolution than that
associated with FIG. 124, which in turn has less spatial
resolution than that associated with FIG. 12a.

[0178] Individual sensor elements in a tactile sensor array
can vary sensor-by-sensor when presented with the same
stimulus. The invention provides for each sensor to be
individually calibrated in implementations where that can be
advantageous. Sensor-by-sensor measurement value scaling,
offset, and/or nonlinear warpings can be invoked for all or
selected sensor elements during data acquisition scans.
Similarly, the invention provides for individual noisy or
defective sensors to be tagged for omission of their flawed
measurements during data acquisition scans and/or post-
scan data processing.

[0179] FIG. 13 depicts an example realization wherein a
tactile sensor array is provided with real-time or near-real-
time data acquisition capabilities. The captured data reflects
spatially distributed tactile measurements (such as pressure,
proximity, etc.). The tactile sensory array and data acquisi-
tion stage provides this real-time or near-real-time tactile
measurement data to a specialized image processing
arrangement for the production of parameters, rates of
change of those parameters, and symbols responsive to
aspects of the hand’s relationship with the tactile or other
type of sensor array. In some applications, these measure-
ments can be used directly. In other situations, the real-time
or near-real-time derived parameters can be directed to
mathematical mappings (such as scaling, offset, and/or non-
linear warpings) in real-time or near-real-time into real-time
or near-real-time application-specific parameters or other
representations useful for applications. In some embodi-
ments, general purpose outputs can be assigned to variables
defined or expected by the application.

[0180] FIGS. 14a-14f illustrate the six independently
adjustable degrees of freedom of touch from a single finger
that can be simultaneously measured by the HDTP technol-
ogy. The depiction in these figures is from the side of the
touchpad. FIGS. 14a-14¢ show actions of positional change
(amounting to applied pressure in the case of FIG. 14¢)
while FIGS. 14d-14f show actions of angular change. Each
of these can be used to control a user interface parameter,
allowing the touch of a single fingertip to control up to six
simultaneously adjustable quantities in an interactive user
interface. In more detail:

[0181] FIG. 14a depicts variation of the left/right posi-
tion (“x”) of the finger contact;

[0182] FIG. 145 depicts variation of the forward/back
position (“y”) of the finger contact;

[0183] FIG. 14¢ depicts variation of the up/down posi-
tion or downward pressure (“p”) of the finger contact;

[0184] FIG. 144 depicts variation of the clockwise/
counterclockwise (yaw) angle (“1”) of the finger con-
tact;

[0185] FIG. 14e depicts variation of the left/right tilt

(roll) angle (“¢”) of the finger contact;

[0186] FIG. 14f depicts variation of the forward/back
(pitch) angle (“0”) of the finger contact.
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[0187] FIG. 15 suggests general ways in which two or
more of these independently adjustable degrees of freedom
adjusted at once with a single finger 1500:
[0188] left/right position (“x”) of the finger contact
1511;
[0189]
1512;
[0190] up/down position or downward pressure (“p”) of
the finger contact 1516;
[0191] clockwise/counterclockwise (yaw) angle (“y”)
of the finger contact 1515;
[0192] Ileft/right tilt (roll) angle (“¢”) of the finger
contact 1513;
[0193] forward/back (pitch) angle (“0”) of the finger
contact 1514.
[0194] More advanced implementations of the HDTP pro-
vide for multitouch capabilities that can be far more sophis-
ticated that those popularized by the Apple iPhone, NYU,
and others.
[0195] FIG. 16 demonstrates a few representative two-
finger multi-touch postures and/or gestures from the hun-
dreds that can be readily recognized by HDTP technology.
HDTP technology can also be configured to recognize and
measure postures and/or gestures involving three or more
fingers, various parts of the hand, the entire hand, multiple
hands, etc., as taught for example in U.S. Pat. No. 6,570,078
and pending U.S. patent application Ser. Nos. 11/761,978
and 12/418,605.
[0196] FIG. 17 shows an example of how raw measure-
ments of the six quantities of FIGS. 14a-14f, together with
shape recognition for distinguishing contact with various
parts of the hand and the touchpad, can be used to create a
rich information flux of parameters, rates, and symbols, as
taught for example in U.S. Pat. No. 6,570,078 and pending
U.S. patent application Ser. Nos. 11/761,978 and 12/418,
605.
[0197] FIG. 18 shows a representative approach for incor-
porating posture recognition, gesture recognition, state
machines, and parsers to create an even richer human/
machine tactile interface system capable of incorporating
syntax and grammars, as taught for example in U.S. Pat. No.
6,570,078 and pending U.S. patent application Ser. Nos.
11/761,978 and 12/418,605.
[0198] The HDTP affords and provides for yet further
capabilities. For example, sequence of symbols can be
directed to a state machine, as shown in FIG. 194, to produce
other symbols that serve as interpretations of one or more
possible symbol sequences. In an embodiment, one or more
symbols can be designated the meaning of an “Enter” key,
permitting for sampling one or more varying parameter, rate,
and/or symbol values and holding the value(s) until, for
example, another “Enter” event, thus producing sustained
values as illustrated in FIG. 195. In an embodiment, one or
more symbols can be designated as setting a context for
interpretation or operation and thus control mapping and/or
assignment operations on parameter, rate, and/or symbol
values as shown in FIG. 19¢. The operations associated with
FIGS. 19a-19¢ can be combined to provide yet other capa-
bilities. For example, the example arrangement of FIG. 194
shows mapping and/or assignment operations that feed an
interpretation state machine which in turn controls mapping
and/or assignment operations. In implementations where
context is involved, such as in arrangements such as those
depicted in FIGS. 196-194, the invention provides for both

forward/back position (“y”) of the finger contact
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context-oriented and context-free production of parameter,
rate, and symbol values. The parallel production of context-
oriented and context-free values can be useful to drive
multiple applications simultaneously, for data recording,
diagnostics, user feedback, and a wide range of other uses.
[0199] FIG. 20 depicts a representative user arrangement
incorporating one or more HDTP system(s) or subsystem(s)
that provide(s) user interface input event and routing of
HDTP produced parameter values, rate values, symbols, etc.
to a variety of applications. In an embodiment, these param-
eter values, rate values, symbols, etc. can be produced for
example by utilizing one or more of the individual systems,
individual methods, and/or individual signals described
above in conjunction with the discussion of FIGS. 17, 18,
and 19a-195. As discussed later, such an approach can be
used with other rich multiparameter user interface devices in
place of the HDTP. An arrangement similar to that of FIG.
20 is also taught in pending U.S. patent application Ser. No.
12/502,230 “Control of Computer Window Systems, Com-
puter Applications, and Web Applications via High Dimen-
sional Touchpad User Interface” by Seung Lim, and FIG. 20
is adapted from FIG. 6e of that pending application (U.S.
patent application Ser. No. 12/502,230) for further expan-
sion here. Additional window manger input focus control for
High Dimensional Touchpad (HDTP), Advanced Mice, and
other multidimensional user interfaces are taught in pending
U.S. patent application Ser. No. 13/026,097.

[0200] In an implementation approach or modality of
operation for an arrangement such as the one of FIG. 20, the
Focus Control element uses a selected subset of the infor-
mation stream provided by the HDTP or other user interface
device providing traditional user-adjustable inputs supple-
mented by additional user-adjustable inputs. The Focus
Control element uses a selected subset of the information
stream to interpret the user’s intention for the direction of
focus among several windows, applications, etc. The figure
shows only applications, but some of these can be replaced
with application child windows, operating system, back-
ground window, etc. In this example, focus may be con-
trolled by an {x,y} location threshold test and a “select”
symbol event, although other information may be used in its
place.

[0201] In an arrangement such as the one of FIG. 20, or in
other implementations, at least two parameters are used for
navigation of the cursor when the overall interactive user
interface system is in a mode recognizing input from cursor
control. These can be, for example, the left-right (“x)
parameter and forward/back (“y”) parameter provided by the
touchpad. The arrangement of FIG. 20 includes a represen-
tative implementation of this.

[0202] Alternatively, these two cursor-control parameters
can be provided by another user interface device, for
example another touchpad or a separate or attached mouse
(the latter to be discussed shortly in the context of FIGS.
22a-22e).

[0203] In some situations, control of the cursor location
can be implemented by more complex means. One example
of this is the control of location of a 3D cursor wherein a
third parameter must be employed to specify the depth
coordinate of the cursor location. For such situations, the
arrangement of FIG. 20 would be modified to include a third
parameter (for use in specifying this depth coordinate) in
addition to the left-right (“x”) parameter and forward/back
(“y”) parameter described earlier.
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[0204] In an embodiment, focus control is used to inter-
actively routing user interface signals among applications.
In most current systems, there is at least some modality
wherein the focus is determined by either the current cursor
location or a previous cursor location when a selection event
was made. In the user experience, this selection event
typically involves the user interface providing an event
symbol of some type (for example a mouse click, mouse
double-click touchpad tap, touchpad double-tap, etc). The
representative arrangement of FIG. 20 includes an imple-
mentation wherein a select event generated by the touchpad
system is directed to the focus control element. The focus
control element in this arrangement in turn controls a focus
selection element that directs all or some of the broader
information stream from the HDTP system to the currently
selected application. (In FIG. 20, “Application K has been
selected as indicated by the thick-lined box and information-
flow arrows.)

[0205] In some embodiments, each application that is a
candidate for focus selection provides a window displayed at
least in part on the screen, or provides a window that can be
deiconified from an icon tray or retrieved from beneath other
windows that may be obfuscating it. In some embodiments,
if the background window is selected, focus selection ele-
ment that directs all or some of the broader information
stream from the HDTP system to the operating system,
window system, and/or features of the background window.
In some embodiments, the background window can be in
fact regarded as merely one of the applications shown in the
right portion of the arrangement of FIG. 20. In other
embodiments, the background window can be in fact
regarded as being separate from the applications shown in
the right portion of the arrangement of FIG. 20. In this case
the routing of the broader information stream from the
HDTP system to the operating system, window system,
and/or features of the background window is not explicitly
shown in FIG. 20.

Touchscreen and Other Embodiments of the HDTP

[0206] FIGS. 21a-21g and 22a-22¢ depict a number of
representative arrangements and embodiments employing
the HDTP technology. FIG. 21a illustrates a HDTP as a
peripheral that can be used with a desktop computer (shown)
or laptop) not shown). FIG. 21 b depicts an HDTP integrated
into a laptop in place of the traditional touchpad pointing
device. In FIGS. 214-215 the HDTP tactile sensor can be a
stand-alone component or can be integrated over a display
so as to form a touchscreen. FIG. 21¢ depicts an HDTP
integrated into a desktop computer display so as to form a
touchscreen. FIG. 214 shows the HDTP integrated into a
laptop computer display so as to form a touchscreen.

[0207] FIG. 21e depicts an HDTP integrated into a cell
phone, smartphone, PDA, or other hand-held consumer
device. FIG. 21f shows an HDTP integrated into a test
instrument, portable service-tracking device, portable ser-
vice-entry device, field instrument, or other hand-held indus-
trial device. In FIGS. 21e-21fthe HDTP tactile sensor can be
a stand-alone component or can be integrated over a display
so as to form a touchscreen.

[0208] FIG. 21g depicts an HDTP touchscreen configura-
tion that can be used in a tablet computer, wall-mount
computer monitor, digital television, video conferencing
screen, kiosk, etc.
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[0209] In atleast the arrangements of FIGS. 21q, 21¢, 214,
and 21g, or other sufficiently large tactile sensor implemen-
tation of the HDTP, more than one hand can be used and
individually recognized as such.

Embodiments incorporating the HDTP into a Traditional or
Contemporary Generation Mouse

[0210] FIGS. 22a-22¢ depict various representative inte-
grations of an HDTP into the back of a conventional
computer mouse. In FIGS. 224-22d the HDTP tactile sensor
can be a stand-alone component or can be integrated over a
display so as to form a touchscreen. Such configurations
have very recently become popularized by the product
release of Apple “Magic Mouse™” although such combi-
nations of a mouse with a tactile sensor array on its back
responsive to multitouch and gestures were taught earlier in
pending U.S. patent application Ser. No. 12/619,678 (prior-
ity date Feb. 12, 2004) entitled “User Interface Mouse with
Touchpad Responsive to Gestures and Multi-Touch.”
[0211] In another embodiment taught in the specification
of issued U.S. Pat. No. 7,557,797 and associated pending
continuation applications more than two touchpads can be
included in the advance mouse embodiment, for example as
suggested in the arrangement of FIG. 22e. As with the
arrangements of FIGS. 224-22d, one or more of the plurality
of HDTP tactile sensors or exposed sensor areas of arrange-
ments such as that of FIG. 22e can be integrated over a
display so as to form a touchscreen.

Advanced Mice User Interface Technology

[0212] The HDTP in the above examples is used to supply
more than the traditional two user interface parameters
provided by a conventional user interface input device such
as a conventional computer mouse, trackball, touchpad, etc.
The present invention provides for the use of other user
interface input arrangements and devices as alternatives to
or in conjunction with one or more HDTPs. In this section
the features and capabilities of Advanced Mice are briefly
reviewed and set up for their use in embodiments of the
invention. Focus control can be implemented in a manner
completely or nearly analogous with FIG. 20, as well as
other approaches (for example as will be presented later in
the contexts of later FIGS. 27a-27d and FIGS. 30a-305).
[0213] In a simple example, the scroll-wheel of a scroll-
wheel mouse is used to provide a third simultaneously
adjustable user interface parameter. In another example, a
second or yet more additional scroll-wheels can be added to
a conventional scroll-wheel mouse. The resultant collection
of scroll-wheels can be relatively positioned in parallel,
oriented at orthogonal angles so as to support a coordinate-
metaphor, positioned on the sides of the mouse body, etc.
FIGS. 23a and 2354 illustrate examples of conventional
scroll-wheel mouse provided with an added left-right scroll-
wheel 2322 as taught in U.S. Pat. No. 7,557,797. Such
arrangements can employ a connecting cable, or the device
can be wireless.

[0214] Inanother example of Advanced Mice, one or more
trackballs can be added to a conventional computer mouse.
FIGS. 24a-24c illustrate examples where a single trackball
is incorporated into the back of a conventional computer
mouse as taught in U.S. Pat. No. 7,557,797. FIGS. 25a-25¢
illustrate examples where two trackballs are incorporated
into the back of a conventional computer mouse as taught in
U.S. Pat. No. 7,557,797. The trackballs in the arrangements
of FIGS. 24a-24¢ and FIGS. 254-25¢ can be the conven-
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tional two degree of freedom type (roll left-right, roll
away-towards) or can provide three to six degrees of free-
dom as taught in U.S. Pat. No. 7,557,797; U.S. patent
application Ser. No. 10/806,694. Such arrangements can
employ a connecting cable, or the device can be wireless.

[0215] Another example Advanced Mice arrangement
include the trackball/touchpad/mouse combinations of
FIGS. 25¢ and 25d and the multiple slider configuration of
FIG. 25e, each taught in U.S. Pat. No. 7,557,797. Other
example Advanced Mice arrangements include those with
two or more scroll wheels (for example as in pending U.S.
patent application Ser. No. 13/024,569), a multiple-param-
eter joystick providing three or more simultaneously adjust-
able user interface inputs on the back of a mouse (for
example as in pending U.S. patent application Ser. No.
13/025,129), and such a multiple-parameter joystick com-
bined with a trackball (for example as also in pending U.S.
patent application Ser. No. 13/025,129).

[0216] Each of these arrangements can employ a connect-
ing cable, or the device can be wireless.

Video Control

[0217] Additionally, images of the human hand as cap-
tured by video cameras can be used as an enhanced multiple-
parameter interface responsive to hand positions and ges-
tures, for example as taught in pending U.S. patent
application Ser. No. 10/683,915 and more specifically in
paragraphs [314], [321]-[332], [411], [653], and (in view of
paragraph [325]) also paragraphs [241]-[263] of that pend-
ing application’s pre-grant publication U.S. 2004/0118268.

Example Use of the Additional Parameters by Applications

[0218] The types of human-machine geometric interaction
between the hand and the HDTP facilitate many useful
applications within a visualization environment. A few of
these include control of visualization observation viewpoint
location, orientation of the visualization, and controlling
fixed or selectable ensembles of one or more of viewing
parameters, visualization rendering parameters, pre-visual-
ization operations parameters, data selection parameters,
simulation control parameters, etc. As one example, the 6D
orientation of a finger can be naturally associated with
visualization observation viewpoint location and orienta-
tion, location and orientation of the visualization graphics,
etc. As another example, the 6D orientation of a finger can
be naturally associated with a vector field orientation for
introducing synthetic measurements in a numerical simula-
tion.

[0219] As yet another example, at least some aspects of
the 6D orientation of a finger can be naturally associated
with the orientation of a robotically positioned sensor pro-
viding actual measurement data. As another example, the 6D
orientation of a finger can be naturally associated with an
object location and orientation in a numerical simulation. As
another example, the large number of interactive parameters
can be abstractly associated with viewing parameters, visu-
alization rendering parameters, pre-visualization operations
parameters, data selection parameters, numeric simulation
control parameters, etc.

[0220] In yet another example, the “x” and “y” parameters
provided by the HDTP can be used for focus selection and
the remaining parameters can be used to control parameters
within a selected GUI.
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[0221] In still another example, the “x” and “y” param-
eters provided by the HDTP can be regarded as a specifying
a position within an underlying base plane and the roll and
pitch angles can be regarded as a specifying a position
within a superimposed parallel plane. In a first example
extension of the previous two-plane example, the yaw angle
can be regarded as the rotational angle between the base and
superimposed planes. In a second example extension of the
previous two-plane example, the finger pressure can be
employed to determine the distance between the base and
superimposed planes. In a variation of the previous two-
plane example, the base and superimposed plane cannot be
fixed as parallel but rather intersect as an angle associated
with the yaw angle of the finger. In the each of these, either
or both of the two planes can represent an index or indexed
data, a position, pair of parameters, etc. of a viewing aspect,
visualization rendering aspect, pre-visualization operations,
data selection, numeric simulation control, etc.

USB HID Device Abstraction

[0222] The USB HID device class provides an open
interface useful for both traditional computer pointing
devices such as the standard computer mouse and other user
interface devices such as game controllers. The USB HID
device class has also been used to interface with the Log-
itech 3DConnexion SpaceNavigator™. The USB HID
device class is currently specified at the time of this patent
application by at least the Device Class Definition for HID
1.11, currently available at httg://www.usb.org/develogers/
devclass docs/HID111.pdf. More generally, the invention
provides for the USB HID device class to be used for at least
additional user interface signals (user interface parameters)
provided by the High Dimensional Touchpad (HDTP),
Advanced Mice, and other multidimensional or rich param-
eter user interfaces that generate additional user interface
signals above those found in traditional computer mice,
touchpads, and trackballs. This can be done in a number
ways, for example as taught in pending U.S. Patent Appli-
cation 61/435,401 and as described below in material
adapted from that pending US patent application.

[0223] In a first exemplary embodiment, a USB HID
device abstraction is employed to connect a computer or
other device with an HDTP sensor that is connected to the
computer via a USB interface. Here the exemplary HDTP
signal processing and HDTP gesture processing are imple-
mented on the computer or other device. The HDTP signal
processing and HDTP gesture processing implementation
can be realized via one or more of CPU software, GPU
software, embedded processor software or firmware, and/or
a dedicated integrated circuit. FIG. 264 depicts an exem-
plary implementation of such an embodiment.

[0224] In another exemplary embodiment, a USB HID
device abstraction is employed to connect a computer or
other device with an HDTP sensor and one or more asso-
ciated processor(s) which in turn is/are connected to the
computer via a USB interface. Here the exemplary HDTP
signal processing and HDTP gesture detection are imple-
mented on the one or more processor(s) associated with
HDTP sensor. The HDTP signal processing and HDTP
gesture processing implementation can be realized via one
or more of CPU software, GPU software, embedded pro-
cessor software or firmware, and/or a dedicated integrated
circuit. FIG. 265 depicts an exemplary implementation of
such an embodiment.
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[0225] In another exemplary embodiment, a USB HID
device abstraction is used as a software interface even
though no USB port is actually used. The HDTP signal
processing and HDTP gesture processing implementation
can be realized via one or more of CPU software, GPU
software, embedded processor software or firmware, and/or
a dedicated integrated circuit. FIG. 26¢ depicts an exemplary
implementation of such an embodiment. Alternatively,
ADPs can interface to a computer or other device in yet
other ways. For example, a special purpose interface can be
used. As another example, the Bluetooth networking stan-
dard can be used.

Support for Additional Parameters Via Existing or Extended
Window Systems and Operating Systems

[0226] The additional interactively-controlled parameters
provided by HDTP (such as that taught in the 1999 filings of
issued U.S. Pat. No. 6,570,078 and pending U.S. patent
application Ser. No. 11/761,978, pending U.S. patent appli-
cation Ser. Nos. 12/418,605, 12/502,230, 12/541,948, and
related pending U.S. patent applications), Advanced Mice
(such as that Mice taught in the 2004 filings of issued U.S.
Pat. No. 7,557,797 and related pending U.S. patent appli-
cations), and other rich multiparameter user interface
devices supply more interactively-controlled parameters
than the established number supported by conventional
window and operating systems. Provisions to support the
use of additional interactively-controlled parameters pro-
vided by HDTP, Advanced Mice, and other rich multipa-
rameter user interface devices with existing or extended
operating systems has been taught in pending U.S. patent
application Ser. No. 12/875,128. Some material from pend-
ing U.S. patent application Ser. No. 12/875,128 is directly
adapted in this section for convenience. Additionally, images
of'the human hand as captured by video cameras can be used
as an enhanced multiple-parameter interface responsive to
hand positions and gestures, for example as taught in pend-
ing U.S. patent application Ser. No. 10/683,915 and more
specifically in paragraphs [314], [321]-[332], [411], [653],
and (in view of paragraph [325]) also paragraphs [241]-
[263] of that pending application’s pre-grant publication
U.S. 2004/0118268.

[0227] More generally, the invention provides for addi-
tional user interface parameter signals provided by the not
only the High Dimensional Touchpad (HTPD) and
Advanced Mice, but also other multidimensional or rich
parameter user interfaces providing additional user interface
signals above those found in traditional computer mice,
touchpads, and trackballs. This fuller collection (HDTP,
Advanced Mice, other multidimensional or rich parameter
user interface devices providing additional user interface
signals above those found in traditional computer mice,
touchpads, and trackballs) will be collectively referred to as
Advanced Pointing Devices (APDs).

[0228] There is a number of ways that conventional win-
dow systems, window managers, and operating systems can
be used or adapted to support the additional interactively-
controlled parameters provided by an APD. A few examples
are provided here, and other approaches are anticipated by
the invention.

[0229] In one approach, the entire (interactively-con-
trolled) information flux provided by an APD is carried over
the same framework used to carry the traditional computer
mouse/touchpad user interface signals from conventional
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pointing devices. In one version of this approach, only the
driver for the APD need be added and recognized by the
window systems, window managers, and operating systems.
The window systems, window managers, and operating
systems then distributes the entire (interactively-controlled)
information flux to the application selected according to
focus control implemented by the operating system. For
some window systems, window managers, and operating
systems, such an approach can be implemented without
modification. In other window systems, window managers,
and operating systems implementations, such an approach
can require a modification to the window system, window
manager, and operating system. Should a particular existing
window systems, window managers, and operating systems
resident on a computing device require such modification,
the invention provides for the modification to be imple-
mented via a downloadable patch or other form of update
(for example, using a data-storage media).

[0230] FIGS. 27a and 275 depict a representative render-
ing of this approach. In each figure, the driver for the APD
presents traditional computer mouse/touchpad user interface
signals from conventional pointing devices (thin straight
arrowed lines) to the window systems, window managers,
and operating systems as well as additional computer
mouse/touchpad/trackball user interface signals (thick
straight arrowed lines) from the APD. In each of these
approaches, as well as other variations clear to one skilled in
the art, the window system, window manager, and operating
system, or combination of these comprise a focus control
functionality used to route the traditional and additional user
interface parameter signals. The focus control can be respon-
sive to at least the position of a displayed cursor with respect
to a displayed application window, the cursor and applica-
tion window displayed on a display screen. In some
approaches or operating modes, merely positioning the
cursor within the window of an application makes a focus
selection to that application. In other approaches or operat-
ing modes, positioning the cursor within the window of an
application is not alone sufficient to make a focus selection
to that application; instead the focus stays with the last
selection until a user-provided selection event is made, for
example a mouse click or double click, a touchpad tap or
double-tap, a trackball button click or double click, etc.

[0231] In the rendering of FIGS. 27a and 27b, focus
control (for example, as defined by cursor location with
respect to one or more displayed application windows) is
responsive traditional computer mouse/touchpad user inter-
face signals (thin straight arrowed lines). In other arrange-
ments, such as a system employing a 3D desktop, at least
one additional parameter can be also directed to focus
control and/or cursor location. In the suggestive rendering of
FIGS. 27a and 275, there are a plurality of applications,
some designed to accept only traditional computer mouse/
touchpad user interface signals (in the upper right of each
figure) as well as other applications designed to accept these
traditional signals as well as one or more of the additional
user interface signals provided by the APD (in the lower
right of each figure). The applicable portions of the descrip-
tion applies even if there are fewer applications of either or
both types, or if there is only one type or only one appli-
cation overall. In the case of FIG. 27a, the focus control
routes only the traditional interface signals to a selected
application designed to accept only traditional computer
mouse/touchpad user interface signals. In the case of FIG.
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27b, the focus control routes a larger collection of signals,
including both traditional computer mouse/touchpad user
interface signals as well as at least one additional user
interface signal made available by the APD.

[0232] In another approach, the windowing and/or oper-
ating system only distributes traditional computer mouse/
touchpad user interface signals from conventional pointing
devices and other provisions are used to direct the additional
user interface parameter signals provided by the APD to
selected applications. This can be implemented in a number
of ways. In one example, depicted in FIG. 27¢, separate
focus controls are used, each responsive to the traditional
user interface signals provided by the APD. In another
example, depicted in FIG. 274, the operating system focus
control provides signals to the routing element for the
additional user interface parameter signals provided by the
APD. Other variations are anticipated and are provided for
by the invention.

[0233] Once user interface signals are routed to an appli-
cation, the application it self can utilize or sub-route the user
interface signals in various ways. Some applications, such as
data visualization, maps, simulations, CAD systems, etc. can
beneficially use more than three simultaneously interac-
tively adjustable user inputs directly. Other applications,
such as browsers and viewers, can support such applications
indirectly as taught and discussed for example in pending
U.S. patent application Ser. No. 12/875,119. Browsers,
viewers, and hypermedia documents can also be provided
with advanced hypermedia objects that generalize the notion
of hyperlinks, rollovers, sliders, buttons, etc. that are con-
figured to utilize additional user interface signals; such
advanced hypermedia objects taught and discussed for
example in pending U.S. Patent Application 61/435,395.

Support for Additional Parameters Via Browser Plug-Ins

[0234] The additional interactively-controlled parameters
provided by the APD provide more than the usual number
supported by conventional browser systems and browser
networking environments.

[0235] The use of browser plug-ins to support the use of
HDTP (such as taught in the 1999 filings of issued U.S. Pat.
No. 6,570,078 and pending U.S. patent application Ser. No.
11/761,978, pending U.S. patent application Ser. Nos.
12/418,605, 12/502,230, 12/541,948, and related pending
U.S. patent applications), Advanced Mice (such as those
taught in the 2004 filings of issued U.S. Pat. No. 7,557,797
and related pending U.S. patent applications), and other rich
multiparameter user interface devices with associated
browser-based applications has been taught in pending U.S.
Patent Application 61/239,428. Some of that material from
pending U.S. Patent Application 61/239,428 is directly
adapted in this section for convenience. Additionally, images
of'the human hand as captured by video cameras can be used
as an enhanced multiple-parameter interface responsive to
hand positions and gestures, for example as taught in pend-
ing U.S. patent application Ser. No. 10/683,915 and more
specifically in paragraphs [314], [321]-[332], [411], [653],
and (in view of paragraph [325]) also paragraphs [241]-
[263] of that pending application’s pre-grant publication
U.S. 2004/0118268.

[0236] In an additional approach, the invention provides
for an APD (which again includes the HDTP, Advanced
Mice, and other rich or multiparameter user interface
devices) to interface with a browser via a browser plug-in.
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Such an arrangement can be used to capture the additional
user interface input parameters and pass these on to an
application interfacing to the browser. An example of such
an arrangement is depicted in FIG. 28a. The browser can
interface with local or web-based applications that drive the
visualization and/or control the data source(s), process the
data, etc. The browser can be provided with client-side
software such as JAVA Script.

[0237] The invention further provides for advanced graph-
ics to be rendered in a browser. This allows for implemen-
tations wherein the browser is used as a viewer for data
visualizations, advanced animations, etc. The browser can
interface with local or web-based applications that drive the
visualization. An example arrangement is depicted in FIG.
28b. In an embodiment, the browser can be provided with
Simple Vector Graphics (“SVG”) utilities (natively or via an
SVG plug-in) so as to render basic 2D vector and raster
graphics. In another embodiment, the browser can be pro-
vided with a 3D graphics capability, for example via the
Cortona 3D browser plug-in. These embodiments or alter-
natives can be provided with client-side software such as
JAVA Seri pt.

Multiple Parameter Extensions to Traditional Hypermedia
Objects

[0238] The present invention provides extensions to the
traditional and contemporary hyperlink, roll-over, button,
menu, and slider functions found in web browsers and
hypermedia documents leveraging additional user interface
parameter signals provided by an APD (ie., HDTP,
Advanced Mouse, or other rich or multiparameter user
interfaces including currently popular advanced touch inter-
faces employing multitouch and/or gestures). The exten-
sions provided by the invention include:

[0239] In the case of a hyperlink, button, slider and
some menu features, directing additional user input into
a hypermedia “hotspot” by clicking on it;

[0240] In the case of a roll-over and other menu fea-
tures: directing additional user input into a hypermedia
“hotspot” simply from cursor overlay or proximity (i.e.,
without clicking on it).

The resulting extensions will be called “Multiparameter
Hypermedia Objects” (“MHO”).

[0241] Potential uses of the MHOs and more generally
extensions provided for by the invention include:

[0242] Using the additional user input to facilitate a
rapid and/or more detailed information gathering expe-
rience in a low-barrier sub-session;

[0243] Potentially capturing notes from the sub-session
for future use;

[0244] Potentially allowing the sub-session to retain
state (such as last image displayed);

[0245] Leaving the hypermedia “hotspot” without
clicking out of it.

[0246] A number of user interface metaphors can be
employed in the invention and/or its use, including one or
more of:

[0247] Creating a pop-up visual or other visual change
responsive to the rollover or hyperlink activation;

[0248] Rotating an object using rotation angle meta-
phors provided by the APD;

[0249] Rotating a user-experience observational view-
point using rotation angle metaphors provided by the
APD, for example, as described in pending U.S. patent
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application Ser. No. 12/502,230 “Control of Computer
Window Systems, Computer Applications, and Web
Applications via High Dimensional Touchpad User
Interface” by Seung Lim;

[0250] Navigating at least one (1-dimensional) menu,
(2-dimensional) pallet or hierarchical menu, or (3-di-
mensional) space.

[0251] In an embodiment, a second displayed visual rep-
resentation of the hypermedia object is displayed on the
display screen when the hypermedia object is activated.
[0252] In an embodiment, the first displayed visual rep-
resentation of the hypermedia object changes when the
hypermedia object is activated.

[0253] In an embodiment, the first displayed visual rep-
resentation of the hypermedia object changes is responsive
to the at least one additional user-adjustable input.

[0254] In an embodiment, a hypermedia object associated
with an application for display on a display screen and
responsive to information provided by a user interface input
device comprising two-dimensional pointing functions and
at least one additional user-adjustable input for entering
values from a range comprising more than two values, the
hypermedia object comprising:

[0255] a first visual representation of the hypermedia
object on a display screen, the first displayed visual
representation for display in a first region of the display
associated with an application;

[0256] an associated responsive area in a second region
of the display, the responsive area for use in activating
the hypermedia object;

[0257] a procedure for activating the hypermedia object
from a user-initiated action enacted on a user interface
input device;

wherein activation of the hypermedia object enables the
entry of at least one additional user-adjustable input value
for use by the associated application.

[0258] In an embodiment, the first and second regions of
the display are the same region.

[0259] In an embodiment, the hypermedia object further
comprises a hyperlink function activated by the user inter-
face input device when a cursor is positioned within the
associated responsive area, the cursor position controlled by
the two-dimensional pointing functions.

[0260] In an embodiment, the hypermedia object com-
prises a rollover function activated by using the user inter-
face input device to position the cursor within the associated
responsive area, the cursor position controlled by the two-
dimensional pointing functions.

[0261] In an embodiment, the hypermedia object com-
prises a button function activated by clicking the user
interface input device when the cursor is positioned within
the associated responsive area, the cursor position controlled
by the two-dimensional pointing functions.

[0262] In an embodiment, the hypermedia object com-
prises a slider function.

[0263] In an embodiment, the hypermedia object com-
prises a menu function.

[0264] In an embodiment, the user input device is a
computer mouse comprising a first scrollwheel.

[0265] In an embodiment, the user input device is a
computer mouse further comprising a second scrollwheel.
[0266] In an embodiment, the user input device is a
computer mouse comprising a touchpad.
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[0267] In an embodiment, the user input device is a
computer mouse comprising a High Definition Touch Pad
(HDTP).

[0268] In an embodiment, the user input device comprises
a touch user interface responsive to gestures and the at least
one additional user-adjustable input comprises at least one
gesture.

[0269] In an embodiment, the user input device comprises
a touch user interface responsive to the yaw angle of a finger
in contact with the touch user interface and the at least one
additional user-adjustable input is responsive to a measure-
ment of the yaw angle.

[0270] In an embodiment, the user input device comprises
a touch user interface responsive to the roll angle of a finger
in contact with the touch user interface and the at least one
additional user-adjustable input is responsive to a measure-
ment of the roll angle.

[0271] In an embodiment, the user input device comprises
a touch user interface responsive to the pitch angle of a
finger in contact with the touch user interface and the at least
one additional user-adjustable input is responsive to a mea-
surement of the pitch angle.

[0272] In an embodiment, the user input device comprises
a touch user interface responsive to at least two angles of a
finger in contact with the touch user interface and the at least
one additional user-adjustable input is responsive to a mea-
surement of each of the two angles.

[0273] In an embodiment, a second displayed visual rep-
resentation of the hypermedia object is displayed on the
display screen when the hypermedia object is activated.
[0274] In an embodiment, the first displayed visual rep-
resentation of the hypermedia object changes when the
hypermedia object is activated.

[0275] In an embodiment, the first displayed visual rep-
resentation of the hypermedia object changes responsive to
the at least one additional user-adjustable input.

[0276] In an embodiment, the user input device is a touch
interface comprising a tactile grammar.

[0277] Such extensions, features, and other aspects of the
present invention permit far faster browsing, shopping,
information gleaning through the enhanced features of these
extended functionality roll-over and hyperlink objects.

[0278] Parameter Flow Routing to Multiparameter Hyper-
media Objects
[0279] In an embodiment, an example general theme for

extending traditional and contemporary hypermedia objects
such as hyperlink, roll-over, button, menu, and slider func-
tions to handle the additional parameters provided by an
APD include:

[0280] Test for cursor location meeting conditions for
selecting the MHO over other MHOs, background
window, or user interface modalities (for example, as
was described earlier in conjunction with FIG. 4);

[0281] If conditions met, additional user interface
parameter signals from APD are directed to software
associated with the MHO.

[0282] The additional user interface parameter signals
are used to control aspects of the application or MHO
that are not attained by using user interface parameter
signals with either the MHO or with the traditional and
contemporary forms of these hypermedia objects.

[0283] Inregards to this example general theme, it is noted
that aside from use with scrollbar sliders and zoom sliders,
the scrollwheel user interface parameter signal of a contem-
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porary scroll-wheel mouse do not appear to be used much (if
at all) in the interaction with hypermedia objects. Further,
established use of the scrollwheel user interface parameter
signal of a contemporary scroll-wheel mouse is fundamental
different from the general theme of the invention: in existing
systems and software the scrollwheel user interface param-
eter signal provides the same adjustment actions as would
clicking on and dragging the slider, while in the example
general theme this is precluded. The invention therefore
provides for MHO hyperlinks, buttons, rollovers, menus,
and sliders that direct scrollwheel user interface parameter
signals to software associated with them (in keeping with the
example general theme described above).

[0284] FIG. 29a depicts an arrangement provided for by
the invention wherein an application designed to utilize
additional APD user interface parameter, symbol, and/or
gesture signals (thick arrowed lines) via MHOs comprises at
least one MHO (here a plurality are depicted, but only one
is required). Traditional user interface parameter signals
(thin arrowed line) are used to select (thick box lines) the
application and a particular MHO within it. The selected
MHO permits the additional APD user interface parameter,
symbol, and/or gesture signals (thick arrowed lines) to be
directed to the MHO associated software. The MHO asso-
ciated software passes these on to the additional APD user
interface parameter, symbol, and/or gesture signals (thick
arrowed line) to the application software. In an embodiment,
the MHOs and application software can additionally com-
municate information to the MHO associated software from
the application software and/or from the MHO associated
software to the application software (dashed arrowed lines).

[0285] In another embodiment, the selected MHO can
further forward traditional user interface parameter signals
as well as additional APD user interface parameter, symbol,
and/or gesture signals as suggested in FIG. 2964.

[0286] Implicit in the representative arrangements
depicted in FIGS. 29a and 294 is the process of focus
selection within the context of the underlying application.
Such an arrangement can be implemented in a number of
ways, for example by the windowing and/or operating
system(s), within the application, or various combinations of
both. For example, the focus selection can be implemented
within a hypermedia application (such as a browser or
viewer), and in some embodiments further be assisted by the
focus control functions within the windowing and/or oper-
ating system(s). For example, FIG. 30a depicts a first
example arrangement for directing the user interface input
parameter, symbol, and/or gesture signal stream to MHOs
rendered within the display of selected application, for
example extending the signal flow depicted in FIG. 20. In
this example, the focus control and focus selection functions
within the windowing and/or operating system(s) direct
APD information flows to a particular selected application
(here “Application K”), and within the selected application
(“Application K”) a second focus selection function can be
implemented. Note, for example, the selected application
can be a browser-based application, as provided for by the
invention. As another example, FIG. 305 depicts a second
example arrangement wherein the windowing and/or oper-
ating system(s) direct the user interface input parameter,
symbol, and/or gesture signal stream directly to MHOs
rendered within the display of selected application.
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[0287] Examples of MHO Structures
[0288] Like a traditional hypermedia object, an MHO can
comprise one or more arguments including one or more of:

[0289] Graphics and image information;

[0290] Text string information;

[0291] Formatting information;

[0292] Hot-spot size and location details;

[0293] Modal behavior information (actions upon roll-

over, actions upon click-selection, etc.)

[0294] URL destination for a page or document location
change.

[0295] Additionally, and MHO can also comprise:

[0296] Additional modal behavior information (extra
states to be kept, etc.)

[0297] A “name” (or link to) at least one instance of
associated software;

[0298] A list of variables used to communicate with
associated software;

[0299] An outgoing data interface to associated soft-
ware;

[0300]
ware.

[0301] Examples of MHO Operation

[0302] The software associated with an MHO can use the
extra parameters to do, for example, one or more of the
following:

[0303] Change rendered graphics or images comprised
by the MHO;

[0304] Change rendered graphics or images associated
with but not comprised by the MHO;

[0305] Change or produce sounds associated with the
MHO,;

[0306]
MHO,;

[0307] Enter data to software associated with the MHO,

although the use and operation of the MHOs are not
restricted to these examples. The software associated with an
MHO can perform one or more functions such as these on
its own (for example, using information provided by argu-
ments of the MHO function, as in traditional HTML) or can
be assisted or controlled in doing so by the application
software (employing for example one or both of the com-
munications paths represented by the dashed arrowed lines).
[0308] Other Representative Types of MHOs

[0309] In addition to MHOs that are additional-parameter
extensions of traditional hypermedia objects, new types of
MHOs unlike traditional or contemporary hypermedia
objects can be implemented leveraging the additional user
interface parameter signals and user interface metaphors that
can be associated with them. [llustrative examples include:

[0310] Visual joystick (in various embodiments, the
joystick could retain its last position after it is
“released,” or in other embodiments can return to
central position after release), for example as depicted
in FIG. 31;

[0311] Visual rocker-button (in various embodiments,
the rocker button can keep position after release, or in
other embodiments can return to central position after
release), for example as depicted in FIG. 32;

[0312] Visual rotating trackball, cube, or other object
(in various embodiments, the rocker button can keep
position after release, or in other embodiments can
return to central position after release), for example as
depicted in FIG. 33;

An incoming data interface to associated soft-

Change software settings associated with the
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[0313] A small miniature touchpad), for example as
depicted in FIG. 34.

[0314] In any of these, the invention provides for the
MHO to be activated or selected by various means, for
example by clicking or tapping when the cursor is displayed
within the area, simply having the cursor displayed in the
area (i.e., without clicking or tapping, as in a rollover), etc.
[0315] Variations on any of these and as well as other new
types of MHOs can similarly be crafted by those skilled in
the art and these are provided for by the invention.

[0316] MHO Dynamic Visual Features

[0317] Inan embodiment, the displayed visual appearance
of an MHO can advantageously be changed response to at
least one or more of the following:

[0318] User interface parameter, symbol, and/or gesture
signals directed to the MHO and processed within the
MHO,;

[0319] User interface parameter, symbol, and/or gesture
signals directed to the MHO, passed to associated
software, and processed by the associated software to
produce other signals, data flows, or data changes
which cause a change of displayed visual appearance of
the MHO;

[0320] Other actions of a associated software that pro-
duce other signals, data flows, or data changes which
cause a change of displayed visual appearance of the
MHO,;
[0321]
[0322]

ware;

[0323] External data provided to the MHO.

The invention also provides for the displayed visual appear-
ance of an MHO to be changed by other processes and
circumstances.

[0324] In an embodiment, the aforementioned visual
changes in the visual appearance of the MHO as displayed
can comprise changes of displayed color in the visual
display of the MHO. For example:

[0325] At least one color comprised in the visual dis-
play of the MHO can vary as a user interface parameter
is varied, directly responsive to the value of the user
interface parameter;

[0326] At least one color comprised in the visual dis-
play of the MHO can vary as a user interface parameter
is varied, responsive to the action of associated soft-
ware on the value of the user interface parameter;

[0327] At least one color comprised in the visual dis-
play of the MHO can vary as a user interface parameter
is varied, responsive to the action of associated soft-
ware in response to other software action on informa-
tion responsive to the value of the user interface
parameter (for example, the return of a database query,
the calculation of a cost, etc.).

[0328] In an embodiment, the aforementioned visual
changes in the visual appearance of the MHO as displayed
can comprise changes of displayed text in the visual display
of the MHO. For example:

[0329] The content and/or format of text comprised in
the visual display of the MHO can vary as a user
interface parameter is varied, directly responsive to the
value of the user interface parameter;

[0330] The content and/or format of text comprised in
the visual display of the MHO can vary as a user

Internal operations of the associated software;
External data provided to the associated soft-
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interface parameter is varied, responsive to the action
of associated software on the value of the user interface
parameter,

[0331] The content and/or format of text comprised in
the visual display of the MHO can vary as a user
interface parameter is varied, responsive to the action
of associated software in response to other software
action on information responsive to the value of the
user interface parameter (for example, the return of a
database query, the calculation of a cost, etc.).

[0332] In an embodiment, the aforementioned visual
changes in the visual appearance of the MHO as displayed
can comprise changes of displayed rendered graphics in the
visual display of the MHO. For example:

[0333] At least one graphically rendered attribute com-
prised in the visual display of the MHO can vary as a
user interface parameter is varied, directly responsive
to the value of the user interface parameter;

[0334] At least one graphically rendered attribute com-
prised in the visual display of the MHO can vary as a
user interface parameter is varied, responsive to the
action of associated software on the value of the user
interface parameter;

[0335] At least one graphically rendered attribute com-
prised in the visual display of the MHO can vary as a
user interface parameter is varied, responsive to the
action of associated software in response to other
software action on information responsive to the value
of the user interface parameter (for example, the return
of a database query, the rendering of a scene, etc.).

[0336] In an embodiment, the aforementioned visual
changes in the visual appearance of the MHO as displayed
can comprise changes of displayed image in the visual
display of the MHO. For example:

[0337] At least one displayed image comprised in the
visual display of the MHO can vary as a user interface
parameter is varied, directly responsive to the value of
the user interface parameter;

[0338] At least one displayed image comprised in the
visual display of the MHO can vary as a user interface
parameter is varied, responsive to the action of asso-
ciated software on the value of the user interface
parameter,

[0339] At least one displayed image comprised in the
visual display of the MHO can vary as a user interface
parameter is varied, responsive to the action of asso-
ciated software in response to other software action on
information responsive to the value of the user interface
parameter (for example, the return of a database query,
the display of a different view of an object or scene,
etc.).

[0340] Ranges and Cycles

[0341] In some applications, some visual changes in the
visual appearance of the MHO as displayed will be rendered
over a range with endpoints. In other applications, some
visual changes in the visual appearance of the MHO as
displayed will be rendered over a periodic cycle without
endpoints, in particular those relating directly or in metaphor
to the rotation of an object and/or viewpoint in one, two, or
three angular dimensions.

[0342] FIG. 35 depicts a representative 1-dimensional
array of N images, any one of which can be selected for
rendering as part or all of the displayed visual appearance of
an MHO. In a first example, as a single user interface
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parameter is varied between values, one or another of these
N images is displayed as part or all of the displayed visual
appearance of an MHO, directly responsive to the last
received value of the user interface parameter itself. In a
second example, as a single user interface parameter is
varied between values, one or another of these N images is
displayed as part or all of the displayed visual appearance of
an MHO, responsive to commands or data provided by an
associated program and/or other software.

[0343] FIG. 36 depicts a representative periodic structure
imposed on the array of FIG. 35. Such a periodic structure
is useful for example in rendering the full 1-dimensional
rotation of an object or viewpoint as well as other periodic
behaviors or attributes (such as that of a clock face, weekly
calendar, medicinal regiment, etc.).

[0344] FIG. 37 depicts a representative 2-dimensional
array of NxM images, any one of which can be selected for
rendering as part or all of the displayed visual appearance of
an MHO.

[0345] FIG. 38a depicts a representative 1-dimensional
periodic structure imposed on the 2-dimensional array of
FIG. 37. In this example, the remaining dimension of the
array does not have a periodic structure imposed on it.
[0346] FIG. 386 depicts a representative 2-dimensional
periodic structure imposed on the 2-dimensional array of
FIG. 37.

[0347] FIG. 39 depicts a representative 2-dimensional
array of KxMxN images, any one of which can be selected
for rendering as part or all of the displayed visual appearance
of an MHO.

[0348] FIG. 40 depicts a representative 1-dimensional
periodic structure imposed on the 2-dimensional array of
FIG. 39. In this example, the remaining dimension of the
array does not have a periodic structure imposed on it. By
substituting the 2-dimensional array structure in the dashed-
line boxes with the FIG. 38a 1-dimensional periodic struc-
ture imposed on the 2-dimensional array, a resultant arrange-
ment providing a 2-dimensional periodic structure imposed
on the 3-dimensional array of FIG. 39 is obtained. By
substituting the 2-dimensional array structure in the dashed-
line boxes with the FIG. 3854 2-dimensional periodic struc-
ture imposed on the 2-dimensional array, a resultant arrange-
ment providing a 3-dimensional periodic structure imposed
on the 3-dimensional array of FIG. 39 is obtained.

[0349] Although the above representative example struc-
tures have been described in terms of images, the same
structure can also be imposed on rendered graphics instruc-
tions, text content, text format, and color data.

Example  Applications  Employing  Multiparameter
Hypermedia Objects
[0350] The following on-line and/or hypermedia catalog

examples are intended to demonstrate advantages and value
resulting from employing MHOs working in conjunction
with an APD so as to obtain more information far more
quickly with far less effort. Some of these examples will
showcase general or specific use of the HDTP as the APD so
as to demonstrate some of the powerful metaphors possible
built from 6-dimensional positions and movements of the
human finger.

[0351] On-Line Shopping or Hypermedia-Catalog
Examples
[0352] Traditional and contemporary webpage designs do

not provide the freedom of easily altering the view presented
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for one section within a page (i.e., moving the view left or
right, up or down, or zooming in or out) without affecting the
display of the page itself. The following example demon-
strates how one or more MHOs can be used to implement
this functionality.

[0353] FIG. 41 depicts a representative visual rendering of
a body page 4101 for a browser-rendered web-based appli-
cation. In this example, the body page 4101 comprises a
plurality of sections (here represented by 4121-4125) pro-
viding product details for one or more selected categories
from which the user may choose. In this example, various
fields of hypermedia or MHO hyperlinks 4111, 4112 are
provided for navigating to other pages. Also in this example,
a right-pointing hypermedia or MHO button 4130 can be
used for navigation to the next earlier-viewed page, for
example the next category “Sale.” Additionally in this
example, left-pointing hypermedia or MHO button 4140 can
be used for navigation to previous earlier-viewed page, for
example the “Spring/Summer 2009 page. Yet further in this
example, a bottom-pointing hypermedia or MHO button
4150 can be used for navigation to display additional
sections.

[0354] One or more of these buttons 4130, 4140, 4150 (or
other related buttons which can be included, such as “Next”,
“Previous”, etc.) can be implemented as MHOs. When such
MHO buttons are selected or activated by (depending on the
realization) being clicked, tapped or rolled over, additional
parameters are directed to affairs associated with the button
(for example, allowing a quick small overlay view to appear
and be display controlled (scroll up/down, scroll left/right,
or zoom in/out) without disturbing the rest of the displayed
webpage. For example, if such an MHO button is (depend-
ing on the realization) click, tapped or rolled over, specific
additional parameters (for example, finger movements of
roll, pitch, yaw, and/or downward pressure) can be directed
to controlling the display (scroll up/down, scroll left/right, or
zoom in/out) of the page associated with the MHO button.
Another feature an MHO can be used to invoke is a quick
small overlay view showing miniatures of previous earlier-
viewed page(s) or next earlier-viewed page(s).

[0355] In an example embodiment, the background of the
body page can be configured as an MHO while background
of each individual sections (here represented by 4121-4125)
can be configured as an MHO separate from each other and
that of the MHO background of the body page. For example,
if the area inside of body page 4101 is (depending on the
realization) clicked, tapped, or rolled over, specific addi-
tional parameters (for example, finger movements of roll,
pitch, yaw, and/or downward pressure) can be directed to
controlling the display (scroll up/down, scroll left/right, or
zoom in/out) of the body page 4101 itself. In an embodi-
ment, tilting one’s finger up and down in body page 4101
could be used to control the page’s vertical movement
(including section 4121). If instead a user (depending on the
realization) clicks, taps or rolls over the area comprised by
section 4121, the same control metaphor would instead
apply only to section 4121. Thus, in an embodiment wherein
an HDTP is used to control such a MHO section area. If a
user (depending on the realization) taps or rolls over inside
of section 4121 and tilts a finger up and down, only the
display (scroll up/down, scroll left/right, or zoom in/out) of
section 4121 will be affected, with no change to the display
(scroll up/down, scroll left/right, or zoom in/out) of the rest
of body page 4101.
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[0356] Attention is now directed to controlling the display
of sections and other features that facilitate rapid compari-
sons of products, services, images, feature options, items of
information, etc. A motivation for this is that most online
shopping applications do not provide an easy way to com-
pare products within the view of a webpage. Instead, online
shoppers typically compare products by adding items of
interest to the shopping cart or to a wish list, the collections
of which are rendered as a separate page. Not only does the
user have to switch between web pages in order to change,
but such lists cannot easily be shared with friends in such a
way that maintains all images and metadata intact. Further,
the shopping user has to have set up an account and login the
account in order to view the wish list or shopping cart,
adding yet more time-consuming encumbrances to the on-
line shopper, thus making the shopping experience more
frustrating and time consuming and making the site or
catalog less attractive for return business. In an embodiment
described next, an alternative is provided in order to view
and compare selected items one wishes. Aspects of the
alternative can utilize various types of MHOs in various
ways, for example as described in the material to follow.
[0357] FIG. 42 shows a group of sections, such as 4122,
4124-4127, here operating in different modality that those
shown within the body page 4101 of FIG. 41. To simplify
FIG. 42, most other hypermedia objects or MHOs 4111,
4112, 4130, 4140 have been excised from the drawing.

[0358] Returning briefly to FIG. 41, sections 4121-4125
are currently displayed and additional sections can be dis-
played using the “More” hypermedia or MHO button 4150.
Here, each section is separated by bright-shade line-through
bars 4101-4105. In an embodiment, when a line-through bar
(such as one of 4101-4105) is double-clicked or double-
tapped, an associated section (for example the section above
the line-through bar) is removed from the display and the
line-through bar turns into dark-shade or black to signify
that at least one section is hidden. For example in FIG. 42,
sections for shoe styles A and C have been hidden and their
associated line-through bars 4101, 4103 are now converted
into dark-shade or black bars 4201, 4203 to signify that at
least one immediately preceding section is hidden. Other
line-through bars (for example 4102, 4104, 4105) are dis-
played unaffected. Notice in FIG. 42 additional user opera-
tion and actions have resulted in displayed shoe styles B, D,
E, F and G. Newly displayed sections that appear (such as
shoe style F 4226 and shoe style G 4227 in FIG. 42) are, at
least initially, displayed in conjunction with associated line-
through bars (such as 4206 and 4207 in FIG. 42). In an
embodiment, a dark-shade or black bar 4201, 4203 can be
double-clicked or double-tapped to reveal the concealed
section(s) associated with it.

[0359] In an embodiment, the bright-shade line-through
bar (such as one of 4101-4105) or its equivalent can be
implemented as a standard hyperlink. In an embodiment, the
dark-shade or black bar (such as 4201, 4203) can also be
implemented as a standard hyperlink, or alternatively can be
implemented as an MHO hyperlink, rollover, button, etc. If
implemented as an MHO, the extra parameters used to
initiate and can be directed to controlling the display (scroll
up/down, scroll left/right, or zoom in/out) of the concealed
section(s) associated with it.

[0360] In an embodiment, an arrangement such as that of
FIG. 42 can serve as a personalized list. In an embodiment,
an arrangement such as that of FIG. 42 may not have
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resulted from a single body page such as the body page 4101
of FIG. 41, but rather comprise or serve as a list that was
created by other means. In any of these cases or other
approaches, the invention provides for one to additionally
save the list for later use, save it and post on a blog or
website, email the list to a friend or to oneself, or save the
data to the computer or removable storage element (such as
a removable USB drive) for viewing at a later time when an
active internet connection is not available. The sections
comprised by the list can include simple images or some of
the more advanced image features to be described next.
[0361] FIG. 43 provides a showcase view of a section of
FIG. 41. Cursor movement within this section provides
access to other hypermedla objects or MHOs within the
section which provide additional functionality. For example,
should the section be larger than the displayed area 4121,
additional user input parameters (for example, in the case of
the HDTP, finger roll or pitch) could enact left/right or
up/down scrolling of the material displayed within the
section. As another example, rollovers or clicked/tapped
buttons 4301-4304 can be used to change or modulate the
color of the item displayed in the image field 4310 according
to available product choices.
[0362] Positioning the cursor on the displayed in the
image field 4310 can be used to invoke the display of an
enlarged pop-up overlay image on the screen. For example,
using an HDTP touchscreen, the selection can be made by
placing the finger on the displayed image 4302. FIG. 44
shows an example enlarged pop-up overlay image 4401
resulting from selecting a displayed image field 4310 (such
as the example shown in FIG. 43) after choosing a color
from the options provided (for example via 4301-4304
shown in FIG. 43).
[0363] In an embodiment, the enlarged pop-up overlay
image 4401 is implemented as a MHO which provides the
user not only a larger image of the depicted object but also
images corresponding to rotating the object through one or
more angles of rotation as can be provided by associated
families of images. In an embodiment, the MHO provides
the user with images corresponding to zooming in/out,
changes in lighting, etc., as can be provided by associated
families of images and/or image processing capabilities.
[0364] For example, employing the HDTP, finger position
rotations of yaw, pitch, and roll, as suggested in the postures
and gestures represented in FIG. 14e-14f, can be used to
visually render a sequence of images of the object viewed
from angularly-varied observation points, and use of a
second finger can be used to control the zoom by, for
example, varying the spread between the two fingers as
suggested in the postures and gestures depicted in FIG. 16.
Further, for example, left-to-right motion of a thumb or little
finger can be used to control the lighting effect.
[0365] In an embodiment, families of images visually
render a sequence of images of the object viewed from
angularly-varied observation points can be implemented, for
example, in a manner such as those described in conjunction
with FIGS. 35-39. FIGS. 454-45f depict representative
views of a shoe as can be captured in individual images for
use in the representative image array data structures
described in conjunction with FIGS. 35-40. As an example
of the user experience implying the HDTP:
[0366] FIG. 46a depicts a representative sequence of
images capturing a 1-dimensional rotation of a shoe
over a non-periodic range of rotation angles as con-
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trolled by yaw positions and movements of a single
finger in contact with an HDTP;

[0367] FIG. 465 depicts a representative sequence of
images capturing a 1-dimensional rotation of a shoe
over a periodic range of rotation angles as controlled by
yaw positions and movements of a single finger in
contact with an HDTP;

[0368] FIG. 47 depicts a representative sequence of
images capturing a 1-dimensional rotation of a shoe
over a periodic range of rotation angles as controlled by
a family of two-finger posture positions and move-
ments finger in contact with an HDTP;

[0369] FIG. 48 depicts a representative sequence of
images capturing a 1-dimensional rotation of a shoe
within a different angle of rotation that that of FIGS.
46a-46b over a range of rotation angles as controlled by
the pitch angle of a single finger in contact with an
HDTP.

[0370] In an embodiment, as the at least one additional
user-adjustable input for entering values is varied between
values, one or another image of a group of images is
displayed as part or all of the displayed visual appearance of
an MHO, directly responsive to the last received value of the
at least one additional user-adjustable input.

[0371] In an embodiment, zooming of the image can be
implemented by well-known image processing algorithms
and techniques which can be readily found in textbooks and
on the internet. These are applied to one on more photo-
graphic images associated with the currently active viewing
angle.

[0372] In an embodiment, variation in lighting can be
implemented by well-known image processing algorithms
and techniques which can be readily found in textbooks and
on the internet. A simple example is to varying the overall
brightness of the entire displayed image. In a more sophis-
ticated embodiment, variation in lighting can be imple-
mented, for example, by interpolating between two or more
photograph images taken under different lighting conditions,
said interpolation be implemented by well-known image
processing algorithms and techniques which can be readily
found in textbooks and on the internet. A simple example is
varying the weighted proportions of each photograph image
in a linear combination of the component-by-component
(RGB, YUV, HSB, etc.) pixel values. In yet another embodi-
ment, a combination of proportional linear combination of
photograph image pixels values and other signal processing
techniques can be used.

[0373] Many variations on the above examples are pos-
sible as is clear to one skilled in the art. Overall, such
innovations provide at least two extraordinarily important
advantages:

[0374] Rapid in-depth product inspection and compari-
son;

[0375] Significantly deeper understanding of the visual
aspect of the product;

[0376] Despite each of the above, far less wrist and
hand fatigue in the shopping experience.

[0377] Performance Seating Inspection Examples

[0378] FIG. 49 depicts an example ticket shopping web-
page for a performance theatre. When on-line shoppers seek
to purchase tickets for concerts, a common complaint is that
the views provided of the venue (if any are provided) are
often confusing and misleading, and there is at best limited
information provided regarding viewing distance and angles
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of specific sections to the stage and/or their proximity to the
exits, pillars, and other aspects of the venue.

[0379] These shortcomings could be significantly
addressed by displaying actual images from the vantage
point of each seat, ideally providing a 360° view from any
given seat before purchase of (increasing expensive) tickets.
[0380] In an example embodiment, a potential ticket pur-
chasing customer would come to a ticket purchase website
and after selecting a particular even would be presented with
a web page such as that depicted in FIG. 49. Each section of
seating can be, for example, signified with a different color
in order to distinguish different areas, types of areas, and/or
prices. Seats that are not available could be signified in
various ways, for example rendered in grey, black or other
color, or displayed with an “X” or other symbol or high-
lighting rendered on (or replacing) the seat icon or depiction.
[0381] FIG. 50 depicts a popup image window overlay on
the ticket shopping webpage depicted in FIG. 49. In an
embodiment, the act of positioning of the cursor (or in an
HDTP touchscreen or other touchscreen implementation,
positioning a finger) on one section (for example. Loge) an
image of actual view would appear in an overly pop-up box.
In an embodiment, this image shows a reasonably accurate
rendering of the view of the stage from that location, and in
some embodiments the view of other aspects of the theatre
such as the aisles, exits, seat covers, etc. In an embodiment,
the price of the ticket is also displayed. By simply sweeping
the cursor (or finger on an HDTP touchscreen or other
touchscreen), the potential ticket purchaser is rapidly pro-
vided with more accurate perception of what the viewing
experience will be and its trade-off with price, separation
from friends, etc., as well as other information relating to
comfort, quality, crowding, exit access safety, etc. In an
embodiment involving the HDTP and the pop-up box imple-
mented as a MHO, the user can roll a finger left and right to
view and decide what angle they prefer to have with their
seats, or tilt a finger up or down to move to a different row
within the same section. For example, FIG. 51 depicts an
overhead view showing a photographic representation of the
separation distance from the stage. In an HDTP embodi-
ment, roll, pitch, and/or yaw of the fingertip could allow
viewing of the rest of the performing area including the
ceilings, upper level(s), and exits.

[0382] Inan example embodiment, tapping or clicking the
graphic element representing a particular seat will select that
seat as a further step towards reservation and/or purchase.
[0383] In an embodiment, zooming of the image for a
given separation distance (between the stage and a seating
area actively under study) can be implemented by known
image processing algorithms and techniques which can be
readily found in textbooks and on the internet. These are
applied to one on more photographic images associated with
the currently active viewing angle. In an embodiment, a
mathematical model tied to a scaled seat-map or a database
linked to a seat map (seat maps such as that depicted in FIG.
49) can calculate and/or retrieve separation distance data and
viewing angle data and present to one or both of an at least
one image selection element and an at least one image
processing element.

[0384] In an embodiment, an image selection element
selects images to display based on calculated and/or
retrieved viewing angle data. In an embodiment, an image
selection element selects images to display based on calcu-
lated and/or retrieved separation distance data. In an
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embodiment, should some locations in the venue contain
view obstructions, the image selection element can include
provisions for selection specific image selection from
obstruction-handling families of images.

[0385] In an embodiment, distance and/or angle informa-
tion can be used by an image processing element to provide
one or more of selective cropping and/or distance-varying
image warping to render a reasonably accurate expected
view from the particular seat or region of seats. In an
embodiment, at least some of the above can be used to
provide display of images representing interactively selected
views at various angles at the particular seat or seating area.
In an embodiment, these and additional image processing
functions can be used to implement panoramically merged

images.
[0386] Thus, the invention provides for
[0387] an improved interactive interface for consumers

buying event tickets online providing users with a
virtual view of the event venue as seen from any of the
seats available for purchase. Those who have never
been to a given venue can experience the view from a
given seat to inform their selection before a purchasing
decision is made.

[0388] image processing to be used to synthesize an
image of a particular viewing angle from one or more
photographic images comprising one or more other
viewing angle(s), at least one of the calculation and
display of which is under the control of a user input
device.

[0389] A mathematical model tied to a scaled seat-map
or a database linked to a seat map to be used to calculate
and/or retrieve separation distance data and viewing
angle data and present to one or both of an at least one
image selection element and an at least one image
processing element, at least one of the calculation and
display of which is under the control of a user input
device.

[0390] Separation distance data and viewing angle data
to be used by at least one image processing element to
calculate a synthesized view from one or more photo-
graphic images, at least one of the calculation and
display of which is under the control of a user input
device.

[0391] An image selection element to be used to select
images to display based on calculated and/or retrieved
viewing angle data. In an embodiment, an image selec-
tion element selects images to display based on calcu-
lated and/or retrieved separation distance data.

[0392] Should some locations in the venue contain view
obstructions, the image selection element to include
provisions for selection specific image selection from
obstruction-handling families of images, at least one of
the calculation and display of which is under the
control of a user input device.

[0393] Distance and/or angle information to be used by
an image processing element to provide one or more of
selective cropping and/or distance-varying image
warping to render a reasonably accurate expected view
from the particular location, such as a seat or region of
seats in a theater, sports, or performance venue, at least
one of the calculation and display of which is under the
control of a user input device.

[0394] At least some of the afore described to be used
to provide display of images representing interactively
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selected views at various angles at the particular seat or

seating area, at least one of the calculation and display

of which is under the control of a user input device.

[0395] At least some of the afore described and addi-
tional image processing functions to be used to imple-
ment panoramically merged images, at least one of the
calculation and display of which is under the control of
a user input device.

[0396] While the invention has been described in detail
with reference to disclosed embodiments, various modifi-
cations within the scope of the invention will be apparent to
those of ordinary skill in this technological field. It is to be
appreciated that features described with respect to one
embodiment typically can be applied to other embodiments.
[0397] The invention can be embodied in other specific
forms without departing from the spirit or essential charac-
teristics thereof. The present embodiments are therefore to
be considered in all respects as illustrative and not restric-
tive, the scope of the invention being indicated by the
appended claims rather than by the foregoing description,
and all changes which come within the meaning and range
of equivalency of the claims are therefore intended to be
embraced therein.

[0398] Although exemplary embodiments have been pro-
vided in detail, various changes, substitutions and alterna-
tions could be made thereto without departing from spirit
and scope of the disclosed subject matter as defined by the
appended claims. Variations described for exemplary
embodiments may be realized in any combination desirable
for each particular application. Thus particular limitations,
and/or embodiment enhancements described herein, which
may have particular advantages to a particular application,
need not be used for all applications. Also, not all limitations
need be implemented in methods, systems, and apparatuses
including one or more concepts described with relation to
the provided exemplary embodiments. Therefore, the inven-
tion properly is to be construed with reference to the claims.

What is claimed is:

1. A system for activating a hypermedia object associated

with an application, the system comprising:

a display having a display screen;

a user interface input device configured to provide two-
dimensional pointing functions and at least one addi-
tional user-adjustable input configured to input a value
from a range comprising more than two possible val-
ues; and

at least one processor,

wherein the at least one processor is configured to:
activate the hypermedia object associated with the

application;

display the hypermedia object on the display screen;

allow a user to activate the hypermedia object from a
user-initiated action enacted on the user interface
input device,

wherein the hypermedia object comprises:

a first visual representation of the hypermedia object
for display in a first region of the display screen,
wherein the first region of the display screen is
associated with the application, and

an associated responsive area in a second region of the
display screen for activating the hypermedia object,
and

wherein the hypermedia object is responsive to infor-
mation provided by the user interface input device,
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wherein activating the hypermedia object enables entry of
at least one additional user-adjustable input value for
use by the application using the user interface input
device,

wherein the at least one additional user-adjustable input

value comprises a finger angle based on a measured
parameter of a single contact location of a finger on the
user interface input device.

2. The system of claim 1, wherein the first and second
regions of the display are the same region.

3. The system of claim 1, wherein the user interface input
device is further configured to activate a hyperlink function
when a cursor is positioned within-the associated responsive
area,

wherein a cursor position is controlled by the two-dimen-

sional pointing functions of the user interface input
device.

4. The system of claim 1, wherein the hypermedia object
comprises a rollover function that is activated by using the
user interface input device to position a cursor within the
associated responsive area,

wherein a cursor position is controlled by the two-dimen-

sional pointing functions of the user interface input
device.

5. The system of claim 1, wherein the hypermedia object
comprises a button function that is activated by the user
interface input device when a cursor is positioned within the
associated responsive area,

wherein a cursor position is controlled by the two-dimen-

sional pointing functions of the user interface input
device.

6. The system of claim 1, wherein the hypermedia object
comprises a slider function.

7. The system of claim 1, wherein the hypermedia object
comprises a menu function.

8. The system of claim 1, wherein the user interface input
device is a computer mouse comprising a first scrollwheel.

9. The system of claim 8, wherein the user interface input
device is the computer mouse further comprising a second
scrollwheel.

10. The system of claim 1, wherein the user interface
input device is a computer mouse comprising a touchpad.

11. The system of claim 1, wherein the user interface input
device is a computer mouse comprising a High Definition
Touch Pad (HDTP).

12. The system of claim 1, wherein the user interface
input device comprises a touch user interface responsive to
gestures, and

the at least one additional user-adjustable input comprises

at least one gesture.

13. The system of claim 1,

wherein the user interface input device comprises a touch

user interface responsive to a yaw angle of the finger in
contact with the touch user interface, and

the at least one additional user-adjustable input is respon-

sive to a measurement of the yaw angle.

14. The system of claim 1,

wherein the user interface input device comprises a touch

user interface responsive to a roll angle of the finger in
contact with the touch user interface, and

the at least one additional user-adjustable input is respon-

sive to a measurement of the roll angle.
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15. The system of claim 1,

wherein the user interface input device comprises a touch
user interface responsive to a pitch angle of the finger
in contact with the touch user interface, and

the at least one additional user-adjustable input is respon-

sive to a measurement of the pitch angle.

16. The system of claim 1,

wherein the interface user input device comprises a touch

user interface responsive to at least two angles of the

finger in contact with the touch user interface, and
the at least one additional user-adjustable input is respon-

sive to a measurement of each of the at least two angles.

17. The system of claim 1, wherein a second visual
representation of the hypermedia object is displayed on the
display screen responsive to control of the hypermedia
object.

18. The system of claim 1, wherein the first visual
representation of the hypermedia object changes responsive
to control of the hypermedia object.

19. The system of claim 1, wherein the first visual
representation of the hypermedia object changes responsive
to the at least one additional user-adjustable input.

20. The system of claim 19, wherein a second visual
representation of the hypermedia object is displayed respon-
sive to control of the hypermedia object.
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21. The system of claim 1, wherein the user interface
input device is a touch interface comprising a tactile gram-
mar.

22. The system of claim 1, wherein the finger angle is
based on at least one measured parameters of at least one of
roll, pitch, or yaw of the finger on the user interface input
device.

23. The system of claim 1, wherein the finger angle
includes a roll, pitch, and yaw of the finger on the user
interface input device.

24. The system of claim 1, wherein the finger angle is
based on at least one measured parameter with shape rec-
ognition.

25. The system of claim 1, wherein the finger angle is
based on at least one measured tilt of the finger on the user
interface input device.

26. The system of claim 25, wherein the finger angle is
based on at least one measured rotation of the finger on the
user interface input device.

27. The system of claim 1, wherein an additional user-
adjustable input for entering values is within a hotspot.

28. The system of claim 1, wherein activating the hyper-
media object by the user interface input device comprises
pointing with a pointing device or entering a keystroke.
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